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INTRODUCTION 

A. Purpose 

This  report presents  the results  of a study conducted 
by the Advanced  Simulation Center  (ASC)   for  the Air  Force Armament 
Laboratory (AFATL),  Eglin Air Force Base,  Florida.     The requirement 
for  this  study was generated by AFATL and had  as  its  purpose  an eval- 
uation of methods  and techniques whereby a high  level of compatibility 
could be  achieved between the  two agenciea  in the development,  imple- 
mentation,   and  operation of hardware-in-the-loop  (HWIL)   simulations. 
The study results were  also  to include a discussion of the costs  asso- 
ciated with  use of the  resources of the ASC by AFATL. 

B. Background 

■r 

P 

i 

I 

The US Army ASC consists of a centrally located, modern, 
hybrid computer complex surrounded  peripherally by three environmental 
physical effects simulators.     The infrared simulation system  (IRSS), 
electrooptical simulation system (EOSS),  and radio frequency simulation 
system (RFSS)   are capable of spectral bandwidths and physical motions 
required  for the evaluation of a wide variety of guidance systems  and 
components.    Under central computer control,  the physical effects  simu- 
lators  (open and closed loop)   provide real-time simulation capability, 
thus permitting precise and repeatable measurements of guidance system 
performance characteristics  in nondestructive tests. 

Realism is enhanced by controlled introduction of environmental 
factors  such as meteorological phenomena,  simulation of intentional 
electronic interference,  and duplication of aerodynamic  forces and 
counterforces.    The three physical effects simulators operate in the 
microwave,  infrared, visible,   and ultraviolet regions of the electro- 
magnetic spectrum.    The ASC accommodates active,  passive,   and semi- 
active homing guidance systems,  command-to-a-line-of-sight  (CLOS),   and 
command-to-a-point-in-space (CPIS) guidance systems in single or mul- 
tiple modes  (Figure 1).    A detailed description of the ASC and its 
simulation capability are presented in Volume II. 

Flexible structuring of the simulation elements provides single 
and multimode system simulations as well as subsystem,  element,  and 
basic hardware and man-in-the-loop evaluations.    This  feature, com- 
bined with "stand alone" computer simulation capability,  provides  simu- 
lation support from concept  formulation to production and deployment. 
In addition to accelerating the research, development,  test,  and engi- 
neering phase of a program, ASC increases the level of confidence that 
a successful system will result and reduces program costs  through 
optimization of time, minimization of flight testing,  and early iden- 
tification of potential false starts. 

f 
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Figure 1,    Simulation options  available. 
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The AFATL has developed, independently,   facilities  for real  time, 
hybrid computer,   and HWIL simulations  of guided weapon flight  perform- 
ance.     This   facility,  although  less  sophisticated  than ASC,  has  played 
an important  role in Air  Force development programs  and will continue 
to do so as   the AFATL development mission expands.    The  facility con- 
sists  of a dual hybrid  computer  system to which  is  interfaced  a  five- 
axis  motion simulator,   an actuator  test  stand,   and a target  simulator. 
The  target  simulator rides  the outer  two  axes, while  the guidance  sys- 
tem rides  the  inner  three axes  of  the motion simulator.     Utilization of 
the  facility is heavy being used  primarily in the area of detailed  per- 
formance  analysis  as  an integral  element  of development programs.     In 
contrast to ASC,  which primarily provides  simulation services,   the 
AFATL facility and staff provide simulation and analysis services with 
analysis being the primary function.    In this regard,  it has been 
instrumental  in effecting early identification of potential problem 
areas  and has contributed  significantly  to an increased success  proba- 
bility of test  flights with commensurate cost  savings. 

As  the development workload increases,  it has beome evident to 
AFATL personnel that the facility must be upgraded and expanded  to 
maintain effective and timely support to Air Force development programs. 
However,   technological and economic uncertainties suggest that expan- 
sion to a capability similar to that of ASC should be a long term project. 
Furthermore, because much of the simulation work needed for weapon 
system analysis does not require the use of facilities like thoseof ASC,a 
satisfactory midterm solution is  to use the ASC when needed and continue 
the use of in-house capabilities  for the remainder of the work.     Such 
a mode of operation is  fully commensurate with the objectives  of ASC 
because  it was developed  for use by all DoD agencies, and use by these 
agencies  is  encouraged. 

For such a mode of operation to be realized in a cost-effective 
manner,  it  is necessary that the maximum possible level of compati- 
bility exist between simulation development and implementation pro- 
cedures  at AFATL and ASC to ensure that potential cost savings  are not 
diluted by the need to redevelop and implement simulations at ASC which 
are already operating at AFATL.    It is  to this objective that this 
report is directed. 

i 

C.      Compatibility Issues 

The basic objective when considering the question of 
compatibility between ASC and AFATL is  to determine an approach whereby 
the cost and time to implement an AFATL simulation at ASC is minimized. 
ASC has established a well-defined procedure  for simulation development 
and  implementation which minimizes  the "manual" effort involved.    These 
procedures,  although still evolving to some degree, have been shown to 
increase efficiency and decrease implementation time and cost and,  at 
the  same  time,  improve the quality of the  finished product.     For  these 
reasons,   it is unlikely that the established procedure will be changed 
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until  a better  procedure is developed.     The  procedure used by AFATL is 
much  less  formalized  and is not readily characterized by a sequence of 
discrete, well-defined steps.    Appendix A contains a general description 
of computers, hardware and software in use  at  ASC and AFATL.     Appendix B 
presents  an overview of the simulation development cycle presently being 

used  at  ASC. 

The highest achievable levAi of compatibility between the two com- 
puter  facilities would exist if digital computer programs  and  analog 
patch boards  used  at one site could be used  at  the other site without 
the slightest modification.    This level is rarely,  if ever, realized. 
In the present situation it can never exist as  long as the computing 
equipment is  so markedly different.     Therefore,   the attempt herein is 
to find  an intermediate level which is practical and desirable. 

In  analyzing  the compatibility problem,   it  is helpful  to recognize 
that there are several "levels" of  simulation which may be of interest. 
As described  in Appendix B,  ASC is  normally concerned with development 
of a HWIL simulation but, in the process  and integral to its normal 
procedure,  an all-digital and a hybrid simulation   are   developed.^ 
These "lower  level"  simulation programs  are free-standing simulations 
which are entities unto themselves  and may be,   for some projects,   the 
end result.    This has been the case for several projects which'the ASC 
has undertaken.    For the purposes of this study,  it was presumed  that 
the main interest of AFATL in achieving compatibility is to reduce cost 
and time for simulations which are beyond their capability,either because 
the  simulation requires  a capability which AFATL does not possess,  or 
because the simulation requires computing capacity in excess of that 
available.    Therefore, consideration has been restricted to transferring 
to ASC those portions of a HWIL simulation not concerned with control 
and  operation of the simulation cells   (this is  a unique ASC function). 
No consideration is given to transfer of a digital or hybrid simulation 
(unless it is  too large for the AFATL computer)  because AFATL has  the 
capability to do those without ASC assistance. 

A customer desiring to use the ASC facilities can minimize cost 
and  implementation time by accomplishing  (at his own facility)   some of 
the effort normally performed by ASC to develop and implement   his  simu- 
lation.    A block diagram of the simulation process as followed  at ASC 
is  shown in Figure 2.    Also shown on the diagram are seven customer 
entry   (CE)   points which represent  those points where a customer may^ 
enter  the process.    At each point,  it is  assumed that all blocks  prior 
to  that point have been completed to the same level that they would 
have been at ASC.     For example,  if a customer enters at CE-1,  all  the 
effort would be performed within ASC.    If a customer entered at  CE-4, 
he would provide  the  following: 

i 1) A statement of objectives. 

2) An overall design of the simulation desired. 

3) A complete math model of the problem. 

8 
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An entry at CE-6 would require all of the preceding in addition to the 
following: 

1) A verified digital simulation developed through advanced 
continuous simulation language (ACSL) or FORTRAN. 

2) An error-free Extended Continuous System Simulation Language 
(ECSSL) compiler for Hybrid Computation run with resultant 
ECSSL output. 

ASC requires strict adherence to documentation requirements at each 
stage of development.  In the past, many problems have developed because 
of poor documentation. 

* 

; i 

Overall compatibility with ASC operating procedures will be deter- 
mined largely by the degree to which customers choose to adopt similar 
procedures in their own facility and to use the hardware and software 
which produces outputs in the proper format to operate on equipment 
at both facilities.  Section II of this report will present a discussion 
of the hardware and software changes which can bo implemented at AFATL 
to allow entry at various points into the ASC process.  Section III 
includes specific recommendations to AFATL on those changes which offer 
the most economic route to a large measure of compatibility. 

II.        HARDWARE AND SOFTWARE MODIFICATIONS AT AFATL 

This section presents a discussion of several specific com- 
patibility questions posed by AFATL in the statement of work.  Spe- 
cifically, the areas to be considered are as follows; 

i 

I I 
i 

1) Feasibility and cost of a direct 6600-hybrid link at 
AFATL. 

2) Dedication of present MICOM PACER to AFATL jobs or pur- 
chase of an additional PACER. 

3) Use of ECSSL at AFATL. 

4) Use of ACSL at AFATL. 

In addition to these technical areas, which are major modifications 
or additions to the AFATL system, other less costly approaches for 
achieving a limited capability are discussed. 

A.  CDC 6600/Hybrid Computer Direct Link 

This section presents a discussion of the "feasibility 
and cost of establishing a direct link between the Armament Development 
and Test Center (ADTC) CDC 6600 and the AFATL hybrid computers in order 
to achieve a hybrid computer complex at AFATL having a digital pro- 
cessing capability equivalent to the one at the US Army Missile Research 
and Development Command (MIRADCOM). The «nsuing analysis 

10 

VSäM 
• ■   ■ 

ttüMäW'jj/iJt^.**,* W'A "W- 



^^^^^WVW'.***^' -^~ ^ '^r^r^-^^.r-r^^r^ 

and discussion is predicated upon the presumption that the desired inter- 
face is one similar to or the same as the MIRADCOM Ports for Direct 
Digital/Analog Input/Output (PDDAIO) system.  This system was developed 
to provide analog, discrete, and digital data transfer between the 
MIRADCOM CDC 6600 and the hybrid computers and dedicated minicomputers 
in the ASC simulation cells.  It is concluded, however, that direct digi- 
tal data transfer is probably not required because the physical simula- 
tion equipment is analog driven. 

The technical problems associated with the design of a workable 
hardware/software system to interface the CDC 6600 to an analog/digital 
complex to operate in a time-critical, real-time hybrid mode have been 
fairly well resolved in the MIRADCOM PDDAIO systems.  As with any new 
equipment design, some minor problems remain and are being solved as 
they arise. However, in applying this technology to the AFATL installa- 
tion, additional problems of a technical nature arise due mainly to the 
configuration and location of the AFATL equipment.  In particular, the 
following potential problems have been recognized: 

1) Long distance separating the CDC 660C and hybrid complex. 

2) Interfacing the 680/681 analogs to the CDC 6600. 

3) Inability of the digital display system (DDS) terminal to 
operate over distances greater than 200 ft. 

The greatest risk is associated with the first problem and is 
manifest in the effect that long distance and, hence, transmission delay 
time, has on the accuracy, rate, and volume of transmitted data.  This 
transmission delay is caused by the physical reality that electrical sig- 
nals propagate through any medium at a finite velocity (in wire cable) of 
approximately 0.5 ft/nsec which results in a delay of approximately 2 
nsec/ft, one way. Interface hardware, by its very nature as a logic 
device, adds additional time delay into the overall transmission process. 
Many interface designs exist with many speeds and efficiencies, depending 
upon design features, technology, performance requiremeuts, and physical 
constraints.  In an effort to illustrate the effects of these transmission 
delays on interface system performance, a "typical" interface system is 
postulated. The performance range selected as typical is in the high 
average range to allow for possible improvement during the time required 
for procurement of the system.  Its performance is characterized by a 
block transfer data rate of one data word every 800 nsec (assuming zero 
cable length). The analysis examines the effect of cable length, data 
block size, and frame time on performance of the system. 

Essential to an understanding of this analysis is the concept of 

frame time .  The real-time operation with PDDAIO is an interrupt-driven 

The Society for Computer Simulation Definition of Terms for Analog 
and Hybrid Computers. 1 November 1975, SIMULATION. March 1976, pp. 80-86. 
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system wherein a cyclic interrupt is defined and generated either 
internally (software) or externally (hardware). On the occurrence of 
an interrupt, the CDC 6600 is called upon to perform an input/output 
process and a calculation sequence. The data input is used in the 
calculations and the calculation result is output.  The time between 
interrupts is the frame time.  This time is determined by the dynamics 
of the problem being run. Multiple interrupts may be scheduled in the 
system and are typically composed of high and low frequency subsystems. 
Typical frame times in the ASC ranges from 1 to 50 msec. 

A complete description of the analysis program which was written 
is given in Appendix G.  The analysis calculates the time to transmit 
a block of data and the percent of the frame time consumed as a func- 
tion of cable length, data block size, and setup time.  The total 
time required to transmit a block of data is given by: 

TTXB = TTXD * NEWB + SUTM  , 

where 

TTXB = total time to transmit block 

TTXD = time to transmit one data word 

NDWB = number of words in block 

SUTM = channel setup time per frame. 

The expanded version in this relationship is given in Appendix G 
along with the program output. The program was written in HYTRAN 
operations interpreter (HOI) and run on the PACER 100 in the ASC. 

Using these relationships for two examples which approximate the 
upper and lower limits of performance achievable under the expected 

^ AFATL constraints (1000-ft cable length) the following results are 
obtained: 

s 
I** 

i. t 

1) Example 1 - 

* Frame time - 1 msec 
| Data block length - 10 words 

i $ Frame time consumed - 177„ 

^ 2) Example 2 - 

Frame time - 50 msec 
f Data block length - 100 words 
jc Frame time consumed - 3.570 

i 
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Tlie primary effects on the overall system performance due to 
data transfer time are (1)  time available for computation and 
(2)  accuracy of transmitted data. These two effects are interrelated, 
i.e., high accuracy representation of wide bandwidth signals requires a 
large number of samples per cycle and, hence, short frame times. 
However, short frame times during which a sizeable number of words 
are transmitted means that not much computation time is left during 
the frame.  The full analysis of this situation must be accomplished 
by the user who knows the exact job constraints which will exist. 

Under these system guidelines, one can determine the maximum 
bandwidths of the simulation variables which can be transmitted between 
the facilities. If, for example, 0.017o accuracy is desired for a 
first-order system, then approximately 30 samples per cycle are required. 
The task is much more complex for higher order system simulation.  A 
worst case example may require as many as 600 samples per cycle for 
a dynamic accuracy of 1% for an uncompensated simulation of a second- 

2 
order system . 

Thus,   for  the simple case of a first-order system simulation,   an 
accuracy of 0.01% can be expected with 30 samples  per cycle  for  a sys- 
tem of 30-Hz bandwidth  using  a 1-msec  frame time or  1.7-Hz bandwidth 
for  20-msec  frame time.     But  for  a more practical situation, given 30 
samples  per cycle  and  a second-order system simulation,  over  1% dynamic 
error  can be expected  for  the 30-Hz bandwidth  at  1-msec  frame  time  and 
the  1.7-Hz bandwidth  system at  20-msec  frame time  for  an uncompensated 
simulation.     Dynamic  errors  as  great  as  107o should  be expected  for  these 
cases when only 10  samples  per  cycle are available.     Individually com- 
pensated  simulations  can result  in improvements  on the order  of 5  to  10 
over  the uncompensated cases. 

I 

I 
I 

The second potential problem is that of interfacing the 680/681 
analog computers to the CDC 6600. This is not a technology problem 
because the same technology which has been applied to the 781 will be 
usable on the 680/681.  However, an interface for this equipment com- 
bination has never been built.  (Caution must be observed suggesting 
that, in MIRADCOM experience, the manufacturer of the analog equipment 
has had the most success in building ar, interface to his analog 
machine.) 

The last problem is associated with the real time control termi- 
nal which operates under the DDS software. These terminals are cathode 
ray tube/keyboard terminals which were specially designed for use as 
remote terminals for control of real time jobs.  The displayed video 
is generated at the CDC 6600 and transmitted over coaxial cable to 

2 
Howe,  R. M.,  Performance Analysis of Ultra High Speed Digital 

Function Generators  in Hybrid  Computation.  1976 Summer Computer 
Simulation Conference, Washington,  D.C.,  12-14 July  1976. 
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each terminal. It has recently been determined that the drive elec- 
tronics for the video and the logic drive for the keyboard will not 
operate properly over cable lengths in excess of 200 ft. This presents 
no problem within ASC because maximum separation is only 150 ft.  How- 
ever, at AFATL the separation is much greater than 200 ft and, there- 
fore, additional drive capability must be added. No insurmountable 
problems are foreseen because standard hardware can be used. However, 
it is pointed out here because the additional electronics represent 
added cost. 

* 

h 

The cost associated with acquisition of a PDDAIO type real time 
system is high, and a realizable delivery schedule is easily perturbed. 
However, it is estimated that the system would cost approximately 
$2M and require about 30 months for delivery based on ASC experience 
with PDDAIO and making the following assumptions: 

1) Already developed hardware and software designs will be used 
wherever possible. 

2) Equipment is purchased through research and development channels 
rather than ADPE channels (hence avoiding the ADPE approval 
chain). 

3) Task leader knows the technical approach and methods for 
expediting contractual actions. 

Significant delays (up to 12 months) could result if any one of the 
preceding assumptions is violated.  It must also be realized that the 
PDDAIO equipment is designed to operate only with a CDC 6600. Hence, 
if the digital computer at AFATL were to be changed during the acquisi- 
tion of the real time hardware, the system must undergo almost total 
redesign, and the cost and schedule could double. 

B.  Dedication of MIRADCOM PACER to AFATL Jobs 

: I 

This section presents a discussion of the practicality 
of dedicating a MIRADCOM PACER to AFATL jobs. The purpose of this 
approach is to minimize the software conversions required for the digi- 
tal portion of a simulation.  The use of a PACER operating with analog 
computers more nearly duplicates the equipment configuration at AFATL. 

For a clear insight into the ramifications of this approach, one 
must differentiate between the types of jobs which may be desirable 
to transfer. For this purpose, two types are considered: 

\ 
1)  A hybrid simulation already configured to run on AFATL hard- 

ware which, for some reason, AFATL desires to run on ASC 
equipment. 
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A HWIL simulation which AFATL desires to implement on ASC 
equipment, the digital and analog portions of which AFATL will 
develop and transfer to AST rnmnut-pr-R develop and transfer to ASC computers, 

In the first case, very little difficulty is anticipated, provided 
that the digital portion of the simulation will fit within a single 
PACER. The analog portion will require recompilation and setup on 
the ASC analog equipment because the ASC analogs are different. How- 
ever, as will be discussed in a later section, the compilation can be 
performed by AFATL through the use of the ASC version of the hybrid 
compiler. The ASC PACER has only 16 analog-to-digital converter (ADC) 
and 16 digital-to-analog converter (DAC) channels, and its interrupt 
structure and sense/control lines are different from a standard PACER 
system; therefore, the digital code would require some modification in 
order to run. Overall, the effort to convert is minimal. 

For the latter case, however, the situation is not quite as straight- 
forward and may not be economically or technically feasible. 

Several factors hinder using an ASC PACER for Eglin simulations, 
some of which result from the basic design of the ASC hybrid/interface 
system.  The ASC system is designed for the CDC 6600 to serve as the 
central control and digital processing device for an entire HWIL simu- 
lation.  The high-speed data communication between the minicomputers in 
the cells and the simulation program in the other portions of the center 
can presently be best accomplished with the direct cell interface 
between the CDC 6600 and the minicomputers. In fact, the PACER is not 
presently interfaced to any of the cell minicomputers.  A typical inter- 
face to either the IRSS or RFSS minicomputers would cost approximately 
$100 K.  The cost would have to be borne by AFATL because ASC has no 
valid requirement for it. 

The requirement for high data transfer rates emphasizes the pro- 
blems associated with using the PACER in a HWIL simulation. 

In the IRSS and the RFSS, high data transfer rates, short frame 
times (1 to 15 msec), and large numbers of data words (50 to 200 words) 
per frame are required to close the loop. In addition, in the RFSS 
most of the processing capability is digital, which increases the digi- 
tal interface requirement. The RFSS and IRSS require transfer rates of 
approximately one word per 2 to 3 ^sec.  The RFSS datacraft equipment 
has a 24-bit word length and the PACER has a 16-bit word length. At 
the high transfer rates required, the PACER 100 direct memory access 
(DMA) channel would consume 50% to 100% of the PACER 100-cycle time during 
data transfer. The exact percentage will depend upon the complexity of 
the interface protocol. 
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If 50 words  are transferred  per  15-msec  frame at 2  |isec per word, 
a small  percentage  (0.7%)   of the  total  frame is consumed  for data trans- 
fer.    However,   if 200 words  are  transferred per  1-msec  frame  at  3  \isec 
per word,   600  j^sec of 1000  (607„)   available microseconds  are required 
for data transfer.    The  latter case is  rather severe, but  illustrates 
a worst case  for  the IRSS.     A typical  case would be 10  to 20% of  the 
one  1-msec  frame being used  for data transfer in the IRSS  and  5  to  10% 
in  the  RFSS. 

If  the digital portion of hybrid  simulation to be implemented  on 
the PACER has  5  to 20%  frame  time  available after all other  code is 
executed,   this  approach is  technically  feasible.    However,   a single 
PACER will not provide sufficient digital capability for most  time cri- 
tical  applications  in the ASC environment unless many simplifying 
assumptions  are made and  the entire program is written in assembly 
code. 

Aside  from these  technical problems,  an additional hindrance is 
the  fact  that  the present PACER is  used  1.5  to 2 shifts  performing 
diagnostics,  setup and  checkout,  documentation,  scheduling,  and cost- 
ing.     Any dedication of the PACER would curtail its use  for  these  func- 
tions. 

Based on these considerations,   the only practical way in which an 
AFATL job  could be performed using  a dedicated PACER is  through  the pur- 
chase of an additional PACER with appropriate peripherals and inter- 
faces.     For  a system comparable  to  the existing PACER system,   inte- 
grated into ASC,  the approximate cost is  $330K.    This amount is broken 
down as   follows: 

PACER 100 and standard input/output devices $100K 

High-speed printer/plotter and graphic termi- 
nal with hard copy and  joy stick 60K 

Hybrid  linkage 110K 

Interface to ASC trunking station and 
analogs 60K 

.Total $330K 

In addition,  for HWIL operation,  an interface to one or more cells 
at  $100K each  is required.     The cost  to convert the programs   for  a 
simulation can vary from approximately one man month ($5.3K)   to  about 
three man months  (15.9K), depending upon the magnitude of the conver- 
sion required. 
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It is concluded on the basis of the preceding discussion, that 
from an economic and utility point of view, the dedicated use of a 
PACER to do HWIL simulation is not practical. 

C.   AFATL Use of ECSSL 

For the last 2 years, ASC has used a hybrid compiler 
software package for automating the programming of analog computers. 
This package, APSE, was well developed and highly useful; however, it 
had problems primarily in the limitation of the types of analog com- 
puting elements which it could program.  Furthermore, it only applied to 
an AD-4 computer.  A new compiler, ECSSL, has recently been completed 
by EAI under contract to ASC.  This new compiler incorporates enhanced 
operational features and will produce output, applicable to the,AD-4, 
EAI 781, and EAI 681 analog computers. 

The ECSSL compiler is a language processor which translates scien- 
i tific problem statements from a convenient mathematical form to an 

appropriate object language for hybrid computer solution. In addition 
to hybrid program generation, ECSSL can produce complete digital pro- 
cessor solutions of the problem.  The same source program can be used 
to produce digital problem solutions, maximum and minimum values for 

| scaling, the complete analog processor program, and a few high 
accuracy/resolution check solutions as the hybrid computer study pro- 

i ceeds. At a source language level, ECSSL interprets a superset of 
FORTRAN mathematical statements including facilities for specification 

I of differential equations. Also, special data specification state- 
ments are included for initialization of differential variables and 

^ declaration of expected ranges of variables during problem solution. 
ft i T Since  the ECSSL compiler  is written in standard FORTRAN IV,   it 

operates on a variety of standard digital processing systems.    Most 
i processing  is  independent of the particular  analog processor  or hybrid 

computer on which the object program will run.    A file of available 
1 parallel hybrid computing elements  is automatically referenced  for  the 

generation of the object program.     Therefore,   the user can state his 
i problem using  the same source,  independent of the particular analog 

processor upon which  the job will  run. 
I 
| The object language of ECSSL is HYTRAN.    This language is designed 
^ specifically for efficient automatic setup/checkout and executive con- 

trol of parallel analog processors in Electronic Associates Inc.   (EAI) 
I and  the AD/4 hybrid computing systems.    The HYTRAN object program list- 
| ing provides  all necessary information to prepare the analog processor 
I interconnection panels.    Also, execution of the object program on-line 

in the hybrid system completely verifies  the interconnections. 

I 
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ECSSL also outputs data files for the generation of functions 

of up to three variables. Depending upon the physical devices available 
for function generation in the particular hybrid system, these files 
are used to automatically produce the necessary arbitrary functions. 

Applications of ECSSL include physical system modeling or simula- 
tion, control system design, signal processing, training simulator pro- 
gramming, and general scientific/engineering analysis. 

The installation of ECSSL on the CDC 6600 at Eglin is expected 
to present minimal problems because it is running on the CDC 6600 at 
MIRADCOM.  Problems will most likely be restricted to training of 
personnel in the use of ECSSL and providing motivation to switch from 
old methods to the analog compiler.  The latter has overshadowed all 
other difficulties at MIRADCOM, but the same difficulty has been experi- 
enced with other new products (assembler to FORTRAN, FORTRAN to simu- 
lation language, etc.). This motivation problem can best be solved by 
a positive policy requiring all simulations to use the compiler. 

Actual cost of installation and initial training will be approxi- 
mately $20K.  This version would permit programming of AD4, 781, and 
681 at Eglin, MIRADCOM, or other simulation laboratories.  Future 
enhancements may vary in cost considerably, but after a new version 
of a hybrid compiler is developed, most costs are expected to remain 
in the $10K to $30K range for purchase of new versions. Development 
cost could run 10 to 100 times the installation cost. Other than cost, 
problems which can be expected in new versions will consist of normal 
debug for the very earliest issues and training on new features for 
optimum utilization of the new features. Minor modifications or updates, 
short of a new version, to the compiler can normally be made by local 
Eglin software personnel and should not cause significant cost or 
problem impact. 

pi 

i 
i 
i 

An analog program previously run completely through ECCSL and imple- 
mented in working condition on an Eglin 681 can be brought to a state 
of a complete static check on either the AD4 or 781 at ASC in approxi- 
mately two man weeks. To convert a program running on the Eglin 681 
but not compiled with ECSSL, to the ADA or 781 to a state of complett 
static check in HYTRAN will require a minimum of ten man weeks. 

D. AFATL Use of ACSL 

i 

The ACSL product package presently in use at ASC was 
originally purchased from its developer, Mitchell and Gauthier Associates, 
Concord, Massachusetts. Subsequently, this firm was engaged on a resi- 
dent basis to provide support in installing the package, training ASC 
simulation engineers in its use, and developing enhancements to the 
package to make it better serve the needs of ASC, These enhancements 
concern, primarily, addition of multiple derivative sections and real 
time code as discussed in Appendix C. 
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AFATL is  encouraged  to contact Mitchell  and Gauthier directly 
(AV  746-41^1)   to acquire information concerning procurement  and 
installation of ACSL at AFATL.     The  package is now available  through 
GSA contract GC-OOC-00907. 

III. CONCLUSIONS AND RECOMMENDATIONS 

The analyses and discussions conducted during the preparation 
of the various sections of this report have enabled us to arrive at 
several relatively firm conclusions regarding the achievement of com- 
patibility between ASC and AFATL in the development and implementation 
of "transportable" simulation programs.  In addition, MIRADCOM is in a 
position to make some specific recommendations toward achieving this 
objective.  These conclusions and recommendations are presented in 
the following paragraphs. 

A.  Conclusions 

* 1) The potential exists for the achievement of a high 
degree of compatibility between ASC and AFATL. 

2) Inasmuch as ASC has already achieved a stable oper- 
ation using simulation development methods and software techniques, the 
most expedient approach to compatibility is for AFATL to adopt some 
or all of the techniques as part of their standard operating procedure. 

3) A certain degree of compatibility in the area of 
analog programming already exists in that both facilities possess PACER 
systems and use HYTRAN software for setup and checkout of analog pro- 
grams. 

4) A direct link between the AFATL CDC 6600 and hybrid 
computers similar to the one at MIRADCOM is technically feasible. 
Such a link could provide high accuracy real time data transfer for 
combinations of frame time and block length as described in Section II. 
The cost of such a system would be on the order of $2M and require, 
as a minimum, 30 months for delivery. 

5) The dedication of a MIRADCOM PACER, either at pre- 
sent or in the future, to AFATL jobs is not practical. For the 
limited capability realized in the ASC environment, purchase of a sepa- 
rate PACER for this application is not a cost-effective solution. 

6) The adoption and use of the ACSL system would 
enhance simulation development at AFATL and aid in the achievement of 
compatibility. The most cost-effective means to transfer the digital 
portion of a simulation from AFATL to MIRADCOM is through the use of 
ACSL. 
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7) The adoption and use of the ECSSL compiler will 
further aid in the compatibility achievement.  Furthermore, if AFATL 
implemented the Redstone version of HYTRAN and the core image generator 
(CIG) (Appendix A) on their PACER, complete software compatibility 
in the hybrid software area would be achieved. 

8) The use of ACSL and ECSSL as a means of improving 
efficiency and quality in simulation developments is not an innovation 
of restricted applicability to large production-oriented facilities 
such as ASC; they are equally, if not more, useful in facilities such 
as AFATL, wherein system analysis is the primary objective because the 
time to realize an operating simulation can be shortened, and simulation 
development becomes a means to an end rather than an end in itself. 
By spending less time to develop simulations, an analyst is freo to 
spend more time analyzing. As with any other "new way of doin^ things", 
the implementation of ACSL and/or ECSSL will require management support 
and emphasis. 

B. Recommendations 

To achieve compatibility between ASC and AFATL, the 
following recommendations are made. 

1) AFATL procure and utilize ACSL and ECSSL as an 
integral part of the simulation development process. 

2) AFATL obtain, from EAI or MIRADCOM, and install 
the Redstone version of HYTRAN and CIG. 

3) AFATL adopt a standard procedure for modeling 
and simulation development. Such procedure should use available tools, 
such as ACSL, ECSSL, HYTRAN, or similar software packages to minimize 
the recurrent programming effort, improve the quality by allowing more 
thorough verification and validation of models, and provide accurate 
documentation. 

4) AFATL personnel gain some experience in the use of 
ACSL, ECSSL, and the MIRADCOM system by bringing a well-defined simu- 
lation model of a system of AFATL interest to MIRADCOM and work through 
the programming of that model using ACSL and implementation on MIRADOOM 
equipment using ECSSL and HYTRAN.  Arrangements to do this, if desired 
by AFATL, can be readily worked out. 

5) AFATL give strong consideration to acquisition of 
a stand alone multivariate function generator (MVFG) to unload the 
PACER from this time-consuming process.  Information on such MVFG can 
be obtained from MIRADCOM or EAI. 

I 
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C.  Suggestions 

The material contained in this section is not provided 
in the form of specific recommendations, but rather as suggestions 
which will improve the operating efficiency at AFATL or further aid 
compatibility.  It is suggested, therefore, that AFATL consider the 
following hardware and software acquisitions. 

1) A Tektronix 4002A, or equivalent, graphics termi- 
nal as a peripheral on the PACER systems - Such a terminal, which has 
a refreshed scratch pad display, would allow the capability to use the 
edit capability of HYTRAN to change code on-line without having to 
reenter a complete line of code. Unfortunately, new 4Ü02A terminals 
are no longer available, but one that is used might be located. As 
an alternate, a nongraphics refreshed-type terminal should be 
considered. 

2) A remote dial-up terminal, consisting of a CRT 
terminal, line printer, and card reader to the MIRADCOM 6600 - Such 
a terminal could be procured for under $50K and, if matched by a simi- 
lar terminal at MIRADCOM connected to the AFATL 6600, would permit 
generation of hybrid computer (HYTRAN), ACSL, and FORTRAN files at one 
installation from input at another. This mode of operation would 
accelerate the transfer of program information and eliminate extensive 
travel to transport programs. 

3) A remote dial-up terminal to the MIRADCOM PACER 
for remote access to and manipulation of HYTRAN files - MIRADCOM has 
recently acquired such a remote terminal for its own PACER and could 
likewise access the AFATL PACER with the addition of a dial-up port. 
The acquisition cost of this terminal is under $15K, including the modem, 
and would require no additional software. 

4) An analog diagrammer software package which is 
being developed at MIRADCOM - This software uses the HYTRAN file as 
an input and creates a multipage printed diagram of the analog program. 
The program available in the Fall of 1977 does not have complete inter- 
connection capability, but requires the programmer to draw interconnects 
manually. The program, however, prints the identification of components 
to be interconnected. The hardware requirements to use this program 
are two removable platter disc systems and an electrostatic printer- 
plotter. 

I 
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Appendix A. DESCRIPTION OF COMPUTER FACILITIES 

1.       ASC Hybrid  Computer Complex 

Figure A-l depicts  the ASC hybrid  computer complex.     This  com- 
plex consists  of  four major systems: 

a) CDC 6600 digital computer. 

b) Ports   for direct digital/analog  input/output   (PDDAIO). 

c) Advanced  simulation  facility  interconnect and setup 
subsystem (ASFISS). 

d) Analog computers. 

This  system was designed under  the philosophy that hybrid  opera- 
tions would be performed  using the CDC 6600  as  the digital element 
communicating  through  PDDAIO and  ASFISS  to the  analog computers  and 
simulation cells. 

PDDAIO  (shown in the upper left corner of Figure A-l)  provides 
for real-time communication between the CDC 6600  and other elements of 
the center.     Basically,  it consists of 64 multiplying digital-to-analog 
converter  (MDAC)   and 64 ADC channels,  a direct cell channel for each 
simulation cell,   analog computer controllers,  interrupt control and 
synchronization hardware,  and the necessary interfaces to the CDC 6600 
for real-time  job control and data conversion.     PDDAIO communicates to 
the analogs  through  the trunking station for data transfer and through 
the  analog controllers  and   configuration    switch  for mode control.     It 
communicates  to  the simulation cells through the direct cell interfaces 
providing direct digital data transfer.     A set of digital display ter- 
minals   is    used  for real time job control. 

ASFISS is designed to provide a central tie point for all elements 
of the center. The hardware for the ASFISS system includes the follow- 
ing major subsystems  as  shown in Figure A-l: 

a) ASFISS  trunking system. 

b) ASFISS controller and peripherals. 

c) Multivariate function generation (MVFG). 

d) Hybrid control hardware. 

The trunking system allows interconnection of the elements of the 
center  through a set of 2304 analog trunks  and  960 discrete trunks 
(expandable  to 4096  and 2048 lines,  respectively).    The trunks  are 
patched via interconnecting cables which patch  trunk lines in groups 
of 16.    Each cable   connector contains  a 22 pin block for carrying the 
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connector code.  Analog buffer modules are provided for buffering 
signals into and out of the trunking station.  A control station provides 
a capability to address all trunk lines for patching status and value 
readout and linkage to'the ASFISS controller (PACER 100) or to PDDAIO 
for trunk status and value readout. 

The ASFISS controller is a PACER 100, 16 bit, 32K core minicomputer 
with peripherals as shown in Figure A-l.  The system is a disc-oriented 
system using removable cartridge disc for primary system bulk storage. 
The magnetic tape units are seven-track devices for compatibility with 
CDC tape systems.  Primary control of the system is through the 4002 
graphic display terminal.  The controller also includes a direct digi- 
tal interface (DDI) to a second PACER 100 associated with the central 
multivariate arbitrary function generator (CMVAFG) for communication of 
function data which has been processed by the controller PACER. The 
electronic trunk control module (ETCM) is an experimental 128X64 analog 
switching matrix for switching trunks under control of the controller 
PACER. 

Centralized arbitrary MVFG for the center is provided by two sub- 
systems.  One subsystem is the CMVAFG, which consists of a 781 analog 
computer, a digital coefficient attenuator (DCA) expansion rack, and a 
PACER 100.  This system is configured to be loaded with function data 
from the controller PACER and this operates as a central resource during 
a simulation.  The analog generates the output function with break-point 
configuration controlled by the associated PACER.  Analog input/output 
is via trunk lines through the trunking station.  The only peripherals 
provided on the PACER are those required to set up the function genera- 
tor. The CMVAFG can generate up to 15 functions of one variable, 10 
functions of two variables, or 5 functions of three variables. The 
second subsystem is the MVFG, a second generation version of the GMVAK, 
which is connected to the Controller PACER input/output bus for setup 
and function data loading. Analog input/output is via the trunking sta- 
tion. This function generator provides approximately 2 to 4 (depending 
upon the application) times as much generation capability as the CMVAFG. 

The hybrid control hardware consists of the various analog con- 
trollers, a set of 16 ADC/MDAC channels, and the configuration (MORE) 
switches. The configuration switches are multiple OR switches controlled 
from either the controller PACER or PDDAIO (determined by the setting 
of a manual switch), which switches the analog computers between the 
CDC 6600 analog controllers and the ASFISS analog devices controller. 
This allows either the CDC 6600 or the controller PACER to have mode 
and setup control over the analog computers. The analog controllers 
provide hybrid interfaces between the digital computers and the ana- 
logs for mode and setup control. 
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The analog computer pool presently consists of three AD/4 and 
one EAI 781, 'lOO-V analog computers.  Future expansion will add two 
EAI 781 machines.  The analog and logic trunks are connected to the 
trunking station. 

The PACER 100 (designated as the ASFISS controller) is provided to 
the system primarily for rapid and effective preparation, setup, verifi- 
cation, and documentation of hybrid simulation models and was not 
intended to perform the digital function in a hybrid simulation; this 
function is reserved for the CDC 6600. This function is accomplished 
using a set of specially tailored software including enhanced standard 
EAI software and specially designed software.  At the heart of the 
ASFISS PACER software is HYTRAN.  In addition to its role as a super- 
visory routine for the ASFISS software system, HYTRAN provides the sys- 
tem operator with a means of setting up, editing, verifying, and operat- 
ing the hybrid simulation.  The capability of HYTRAN has been greatly 
enhanced for the ASFISS application.  First, HYTRAN programs need not 
be entirely core resident; they may be swapped in and out of a disk file 
thus allowing almost unlimited program size.  Also, the interface 
between HYTRAN and FORTRAN programs has been made more convenient through 
improvements in argument transfer and data storage techniques.  Further, 
a separate HYTRAN core image is no longer necessary for each group of 
FORTRAN routines.  "LOAD" and "SWAP" routines have been added to allow 
run time program loading or HYTRAN/program swapping.  Several input/output 
interface modifications have been implemented to allow HYTRAN to more 
effectively use the disk, seven-track magnetic tape, and the 4002A 
Tektronix display.  Also, HYTRAN has been given the capability of acces- 
sing the 16 ASFISS logic input/output lines and the trunking station 
logic and voltage values, and verifying the interconnection status of 
the trunking station connectors.  Finally, a new directive has been 
added (WLDEX) which allows HYTRAN to load a core image file over itself 
and execute the loaded program.  HYTRAN uses this directive to control 
Che loading and execution of the function generation processors. 

The function generation processors provide the ASFISS user with 
the means for creating, editing, storing, and processing multivariable 
functions.  As mentioned previously, the function generation processor 
is executed by means of the WLDEX directive in HYTRAN.  HYTRAN may be 
reexecuted by an HOI directive in the function generation processor. 
Functions may be created by the user and stored on disk to be run at a 
later time on the CMVAFG or the MVFG.  The function descriptions may 
be defined at the keyboard or they may be entered via the card reader 
from seven-track magnetic tape (generated by ECSSL or from cartridge 
disk files).  Once the user has defined the functions desired, the 
functions can be assembled and automatically generated in the function 
generation hardware. ' 
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The standard overlay CIG has been enhanced to provide a powerful 
tool for producing system overlay modules and also a convenient means 
for the system user to produce and communicate with external program 
overlays to be used in conjunction with HYTRAN programs.  The enhance- 
ments of the standard CIG are in the following three areas: 

(a) An overlay capability 

(b) The ability to output memory map files to the disk 

(c) The ability to produce a sorted memory map. 

Two other software packages developed for ASFISS are the DDI software 
and special diagnostic programs.  DDI is required to allow the control 
PACER to communicate with the CMVAFG PACER to execute function genera- 
tion programs in the CMVAFG machine. 

The special diagnostics include diagnostic routines for the 
trunking station, the CMVAFG, the MVFG, the ETCM, the AD/4 analog and 
781/AD/4 translator, and the printer/plotter to facilitate maintenance 
and support of this special purpose hardware. 

2.  AFATL Hybrid Computer Complex 

A block diagram of the AFATL hybrid computer configuration 
is shown in Figure A-2. This complex consists basically of dual PACER 
600 hybrid computers with the analog consoles intertrunked to each other 
and to the simulation equipment. The EAI 693 equipment is a hybrid 
linkage between digital and analog computers providing for analog mode 
control and data interchange via ADC and DAC channels. Each PACER sys- 
tem represents an autonomous hybrid computer. Two analogs can be con- 
trolled directly from each PACER 100 with two additional analogs slave- 
able via analog and logic trunks. One PACER 100 has (through the DDI) 
an EAI 640 digital processor attached to provide auxiliary computing 
capacity. Each PACER is associated with a set of assorted peripherals. 
In the AFATL system, the PACER 100 digital machines are used as the 
digital elements of hybrid simulations to perform the functions of ana- 
log control, digital computation, data transfer control, function gener- 
ation, etc. 

The software system which supports the AFATL complex is the disk 
operating system (DOS), a disk resident executive software system. The 
DOS provides a number of application-oriented programs including an 
assembler, a FORTRAN compiler, and the HOI. The HYTRAN processor pro- 
vides for hybrid simulation setup and checkout. It is used mainly by 
AFATL for performing status checks of analog computer programs, because 
of the fairly limited core storage capacity, the digital portions of 
hybrid simulations are generally written in assembly language to mini- 
mize memory requirements and maximize execution speed. No high-level 
simulation languages are employed. 
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Appendix B. CLOSED-LOOP SIMULATION DEVELOPMENT IN THE 
ADVANCED SIMULATION CENTER 

1.  Overall Development Cycle 

i 

Closed-loop Simulation is defined here to include any simu- 
lation effort that uses combinations of the environmental effect simu- 
lation cells (IRSS, EOSS, RFSS), analog computers, or the CDC 6600 
digital computer.  This also includes closed-loop guidance in the nor- 
mal guidance and control ccücept.  The guidance loop may be closed 
analytically in an all-digital simulation or by the inclusion of spe- 
cific hardware subsystems in a time critical simulation, i.e., auto- 
pilot, guidance computer, sensor, etc.  Open-loop testing refers to 
the testing and data gathering to characterize specific hardware sub- 
systems. This can be accomplished in the individual ASC cell as 
required or performed at other facilities. While the major portion 
of any required data base may be generated at other locations, a mini- 
mum of hardware characterization is typically required in the particu- 
lar cell to familiarize personnel and to verify operation when equipment 
is received in the cell. 

Experience in processing simulation tasks in the ASC has estab- 
lished a number of essential steps necessary to obtain desired results, 
i.e., achieve the objectives of the simulation task within established 
milestones at minimum cost.  The major operational areas identified in 
the ASC closed-loop simulation development includes: 

1 

I 
i 

a) Establishing simulation objectives. 

b) Performing simulation design and analysis. 

c) Developing system and related subsystem mathematical models. 

d) Developing a digital computer program using the math models. 

e) Hybrid computer simulation development. 

f) Developing HW1L operation. 

While not all simulation will necessarily include all these areas, all 
simulation will progressively evolve through this sequence until the 
simulation objectives have been achieved. However, within each of the, 
operational areas, a large number of other task-dependent operations 
are involved. Additional details will be discussed using the general- 
ized event chart in Figure B-l. 

2.  Operational Areas 

a.  Simulation Objsctives 

The initial effort in this area is to identify specific- 
ally what will be the final use of the simulation and who will be using 
the simulation. Will the simulation be used to perform analytical, 
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statistical, or concept studies, exploratory development with prototype 
hardware available either as a data base generator, or for HWIL opera- 
tions or, will the simulation be used as support to a flight test pro- 
gram requiring HWIL operation with the maximum number of hardware sub- 

systems? 

The general level of model validation expected should be identified 

and consistent with the initial objective. 

b.  Simulation Design and Analysis 

The initial effort during this area of activity is to 
establish, as a minimum, the nucleus of an ASC project team as depicted 
in Figure B-2. Team members include customer representatives, ASC 
members, and specialists as required. As a "minimum," two ASC members 
would be assigned on the team. A representative from the simulation 
modeling and analysis group and, depending on the nature of the problem, 
a representative from the hybrid implementation group or from the par- 
ticular environmental effects cell involved. The team nucleus is 
expanded to meet the requirement and objectives of the simulation develop- 

ment. 

ASC MEMBERS (MINIMUM 2) 

SPECIALIST 
(AS REQUIRED) 

CUSTOMER TEAM 
MEMBER 

HYBRID 
IMPLEMENTATION 

ENVIRONMENTAL 
CELLS 

• RFSS 
• IRSS 
• EOSS 

Figure B-2. ASC project team. 
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A second major activity in  the  simulation design  and  analysis 
operational  area is  to  identify  available data bases  generated  from 
previous  simulation  and   analysis  activity and related  real world  sys- 
tems.     Particular  attention is given  to open-loop  test  data on hard- 
ware  subsystems,  existing mathematical models,   and  simulations with 
the  related  set  of assumption and hypothesis  associated with  the models. 
In particular, what is   the  quality of existing models   as related  to 
the  present  simulation objectives  and the real world   system?    The 
logical  structure of  the  simulation is  established during   this  area 
of activity.     Special hardware requirements  are  identified,  i.e.,   inter- 
faces,  system hardware,   special purpose equipment,  etc.     General soft- 
ware requirements  are outlines,  e.g.,  statistical data packages required 
for  large scale data analysis,   simulation language and  related program- 
ming  operation,   applicability of modular missile simulation programs, 
and   transportability of existing simulation programs   from the customer 
to ASC  facilities.     In addition,  general guidelines  are established  for 
open-loop  and closed-loop  test requirements on subsystem hardware to be 
included  for HWIL operation. 

Specific milestones are established for achieving the deliverable 
end items of the simulation task. Coordinated with the accomplishment 
plan is the scheduling of ASC resources, i.e., cell, analog computers, 
and hybrid interface utilization as  available in conjunction with other 
on-going projects. 

c.      Mathematical Modeling 

The mathematical modeling  activity is  directed toward 
describing  the dynamics  and  related  operation of the real world system. 
This   typically progresses  on a subsystem-by-subsystem basis.     A typical 
missile system may be viewed  as  a modular structure  as  shown in 
Figure  B-3.     Available models  are examined  for uniformity in fidelity 
consistent with  the  objectives  of the simulation,  i.e.,   analytical, 
HWIL,  etc.    Available real world systems data are examined  for model 
comparisons  and model development. 

Analysis  is  performed  on existing models  to gain insight into the 
dynamics  of  the particular  subsystem.     Particular information is 
required on frequency response,  nonlinear operation,   figure-of-merit 
for  comparison of data bases between real world systems,   and math 
models.     A number of techniques   are used  for "goodness-of-fit"  for data 
base comparison  for graphical comparison and data analyses.     Typical 
techniques  used  for graphical or "approximate"  comparisons  are:     number 
of  turning points,   timing  of  turning points,  direction of turning points, 
amplitude of fluctuation   for corresponding  time  segments,   average ampli- 
tude over  the whole  series,  exact matching of values  of variables,  pro- 
bability distribution,   and  variation about means.     A more detailed 
goodness-of-fit on the data is  obtained  from data analyses  using such 
techniques  as;     analysis  of variance.,  regression analysis,  spectral 
analysis,  chi-square test,   nonparametric    test,   factor  analysis, 
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Kolmogorov-Smirnov  test,   etc.     In  the absence  of models   or  real world 
data,   approximate models  are established  for  each  subsystem module. 
Probabilistic models  require  that means,  variances,   and  distribution be 
identified which characterize  the  real world  system. 

The mathematical modeling  and  analysis   typically  involves   the  use 
of  existing  digital computer  programs   such  as  generic modular missile 
programs or specially developed  programs   for each  subsystem using  the 
ACSL program. 

d.       Digital  Simulation Development 

The development  of a comprehensive digital  computer  pro- 
gram is  considered essential  for  all  simulations:     pure analog,  combined 
analog-digital hybrid,  or hybrid with HWIL operation.    The digital  pro- 
gram may be  initiated  as  a new program or, where possible,   use generic 
simulation models   and change  the simulation to reflect  the new models. 
A simulation language-based  approach  is  used  in the ASC  for  digital 
simulation development.     This   approach reduces  cost and  lead  time  and 
provides   for  easy development  of generic  simulation models with easy 
modification for  quick-look, and concept development.     The digital  pro- 
gram is  used  to check  the mathematical model developed  for   the real 
world   system. 

The ACSL  (pronounced AXLE)   is  used  for digital simulation develop- 
ment  in  the ASC.     The basic ACSL package has been expanded  to include 
multiple derivatives  sections  and  a hybrid real time  operating  capability. 
The ACSL single derivative option is  used  for  the development  of a 
standard  digital  simulation using  a single step size and  integration 
algorithm.     A summary description of the basic ACSL  system is  presented 

3 
by Holmes   ;  more detailed  information is presented by Mitchell  and 

4 
Gauthier   . 

Verification of the digital computer implementation of the mathe- 
matical model is an essential step in simulation development.  Verifi- 
cation, as used here, is concerned with the establishment of the correct- 
ness of a model. This includes a test of the correctness of computer 
coding used in the model, tests to determine the accuracy or correctness 
of the assumptions and hypotheses upon which the model is based, and 
testing the agreement of observed outputs and model prediction when the 

r 3 | Holmes, Willard M.,  Time-Critical  Simulation Development  and 
* Operation Using  a Real Time Oriented CSSL.   1976 Summer  Computer 
ä Simulation Conference, Washington,  D.C.,   12-14 July 1976. 

i 4 
H Mitchell, E. E. L. and Gauthier, J. S., "Advanced Continuous 
I Simulation Language (ACSL)," Simulation, March 1976, pp. 72-78. 
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model is run, using as inputs the data employed in the construction of 
the model.  The verification process is completed before the validation 
process can be effectively initiated.  Validation, as used here, is an 
iterative process primarily concerned with determining the usefulness 
of a model as a representation of the physical system.  For this pur- 
pose, validation data must not have been used in model development and 
the data must be of sufficient precision to make the test meaningful. 
The objectives of the modeling exercise must be kept in perspective 
since all data are not appropriate for use. 

The verified digital programs and validated models are used as a 
reference in generating a data base for comparing results with programs 
involving multiple derivatives. This logically extends to providing 
a significant step in the verification process for analog and hybrid 
computer simulations. 

I'I 

e.  Hybrid Computer Simulation Development 

Given that a hybrid computer simulation has been estab- 
lished as part of the simulation objectives, the all digital program 
will be structured differently during the program development. Par- 
titioning the mathematical model between the analog and digital compu- 
ters is a major task in developing a hybrid computer simulation.  A 
digital simulation of the hybrid computer operation is a cost effective 
way to study the effects of partitioning, frametime compensation, and 
a means of generating dynamic check data and scaling information for 
analog computer implementation.  For a modularly structured simulation, 
each simulation module can be associated with a major subsystem in the 
real world system. Mathematical model fidelity as required for computer 
simulation and HWIL operation can be studied. 

ACSL has been extended to include a multiple derivative capability 
to more readily simulate hybrid computer operation. This permits the 
models which are to be implemented on the analog computer to be repre- 
sented in a single derivative section using an integration step size 
and an algorithm independent of other derivative sections. Other 
derivative sections can be used to represent the digital portion of the 
hybrid or subsystem operations to be replaced by the physical system 
hardware. 

The baseline digital program is used as a reference to evaluate 
the effects of problem partitioning using the multiple derivatives. 
When satisfactory results are achieved, the mathematical models associ- 
ated with the analog computers are prepared for hybrid compiler pro- 
cessing using the EAI-ECSSL compiler. The output of this compiler is 
a scaled analog computer diagram with assigned analog computer compo- 
nents and patching diagrams. Detailed procedures involved in using 
the hybrid compiler are presented in Appendix D. 
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An essential step in the verification of the analog computer imple- 
mentation is a comparison of the response of implemented analog modules 
with digital results. This SPibsystem comparison approach is extended 
to include closed-loop system response for digital and hybrid operations, 
Typical comparison of digital and hybrid results are shown in Figure B-4, 

f.  HWIL Operation 

If operation of the simulation with system hardware in 
the loop has been established as an objective, the cell involved in the 
simulation, i.e., IRSS, BOSS, or RFSS must perform the necessary effort 
to prepare the cell for the simulation.  This effort encompasses a wide 
range of activities but can generally be categorized into three areas: 

1) Environmental model and software development. 

2) TCst and interface hardware/software integration. 

3) Open-loop test planning and implementation. 

Once all the cell-related activities have been completed, the simula- 
tion team then becomes involved in the overall integration and verifi- 

cation phase of development. 

The modeling and software development effort is concerned with 
generating target, background (clutter) , and electronic countermeasure 
(ECM) models which will be used in the simulation, and requisite soft- 
ware programs to run on cell computer to drive the equipment to produce 
these models in the cell.  In some cases, the software will be a part of 
the main simulation program. Effort is also required to verify that 

l; the desired environment is being generated within the cell. This usually 

involves a series of tests. 

The integration of hardware and software is also a multifaceted 
effort. It includes such activities as: 

1) Designing, fabricating, and testing mechanical and electronic 
interface hardware to interface the system hardware into the 
cell for operation, control, and monitoring. 

2) Designing and implementing any special interface equipment 
to connect the cell hardware to other hardware elements in 

the center. 

3) Ensuring that the cell software and computer operate/communicate 
properly with central computer facilities. 

Open-loop hardware testing is necessary for several reasons.  The 
cell operating personnel must be trained in the operation and control 
of the test hardware. Data from the open-loop tests will be used to 
verify proper operation of the hardware. More importantly, the 
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open-loop test data will be used to verify and validate the correctness 
of the math models which have been developed for the hybrid simulation 
program. 

The final step in the overall simulation development effort is the 
integration and checkout, via dynamic real time runs, of all elements 
involved in the simulation. Once an operational simulation is achieved, 
the validation process is initiated.  This is accomplished in an iter- 
ative fashion wherein simulation-derived data are compared with test data 
from a comparable or the same scenario and any differences resolved by 
modifying and/or updating the models used in the simulation. This pro- 
cess is continued until the simulation reproduces test results to the 
degree of fidelity commensurate with the intended use of the simulation. 
Test data used in this process may originate from a number of sources 
such as flight data, wind tunnel tests, component testing, etc.  Since 
the first step is a validation of the entire simulation, flight test 
data are the most valid data for comparison.  However, if flight test 
data are not available, then other data must be used.  In these instances, 
the various components of the simulation may be validated against data 
which apply to that component. The validation process, however, is 
incomplete until the complete simulation can be compared with complete 
system data. 

i 
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AppendixC. ADVANCED CONTINUOUS SIMULATION LANGUAGE 

1.  Description of the Language 

The ACSL system is designed for modeling the behavior of con- 
tinuous systems described by time-dependent nonlinear differential 
equations and transfer functions.  Typical areas of application are 
control-system design, electrical circuit analysis, missile and air- 
craft simulation, and fluid-flow and heat-transfer analyses.  Program 
preparation can be from block-diagram interconnections or conventional 
FORTRAN statements or a mixture of both. 

Highlights of the language are its macro capability, independent 
error control on each integrator, free-form input, and generation of 
functions of up to three variables. Many simulation-oriented operators 
such as variable time-delay, dead zone, backlash, and quantization are 
included and made readily accessible. 

Macro capability allows constructing representative blocks (e.g., 
a transistor, an actuator, or an element in a heat-transfer problem) 
for systems containing state variables. Access is possible to any 
FORTRAN subroutine either predefined in a library or included in the 
ACSL model definition. 

The powerful array capability allows breakdown of partial differ- 
ential equations into sets of ordinary differential equations. Macro 
operations can pick up array dimensions so that size changes can be 
kept in one area in the simulation program. An array integration oper- 
ator complements this facility so that vector and matrix integrations 
can be set up with a single statement. 

Independent error control on each integrator allows faster execu- 
tion by relaxing the accuracy specification on high-frequency variables. 
At the end of each simulation run, the variable-step integration rou- 
tine reports the effect each state variable had on controlling the inte- 
gration step size so as to allow appropriate action to be taken. The 
relative error and absolute error allowable can te specified individually 
for each state variable. 

I 

The basic structure of ACSL follows the specification established 
by the SCI Technical Committee on continuous system simulation language 
(CSSL). 

The simulation program is defined in a model-definition section 
which consists of four parts; 

a)  INITIAL - Statements that are performed once. Typically, 
these statements lead to the calculation of initial conditions on the 
state variables; e.g., launch angles of a missile which depend, after 
a fairly lengthy calculation, on target position and velocity. 
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b) DYNAMIC - Statements that are performed at every communica- 
tion (data output) interval and whenever the data recording operation 
takes place.  A simple example would be the conversion of radians to 
degrees.  Efficiency is improved if those calculations relevant to data 
recording operations only are collected into one block and performed 
together.  Fixed time-step operations (as in sample-data systems or 
digital-computer control algorithms) can be modeled in this section. 

c) DERIVATIVE - Describes the calculations that determine the 
derivatives of all state variables.  This section allows the integra- 
tion routine selected to advance the state of the system with respect 
to its independent variable, usually time.  The statements in this 
section need not be ordered but will be automatically sorted into the 
correct sequence so that intermediate values are calculated prior to 
their use. 

d) TERMINAL - Statements that are performed once at the end of 
the simulation run; e.g., mean and standard deviation calculations for 
Monte Carlo sequences and the radial miss-distance of a missile from a 
target. 

The four integration algorithms included in the system are as 
follows: 

t 

a) Runge-Kutta Fourth Order (RK-4) - A dependable fixed-step 
method that may not be the fastest but has almost no trouble with sta- 
bility, provided the integration step size is chosen sufficiently small. 

b) Runge-Kutta Second Order (RK-2). Similar to the Fourth Order 
but not as accurate. For some systems with small controlling time con- 
stants, this can be almost twice as fast as RK-4. 

c) Adams-Moulton Variable Order, Variable Step - As implemented 
by Gear, this algorithm chooses the order (from one to six) and step 
size so as to take the largest step commensurate with satisfying the 
specified error criteria. 

d) Gear's Stiff-Variable Order, Variable Step (Implicit) - This 
method, also implemented by Gear, is particularly suited to modeling 
systems that contain characteristic roots that differ by many decades. 
When the higher modes have stopped, the algorithm can take steps many times 
times larger than the shortest time constant, an operation not possible 
with any other method. 

Unlike otherCSSL languages, no limit exist for any of the internal 
tables because they can grow to fill the available core space. Most 
simulation languages establish arbitrary limits on such things as num- 
ber of symbols, number of state variables, labels, etc.  These table 
sizes are typically built into the translator at compile time and can 
only be changed by system programming personnel updating the source 
cards and recompiling.  In ACSL, no such artificial limits exist. As 
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a  corollary, small programs can be executed in a smaller tieId-length 
because the simulation program does not have to be configured to accom- 
modate the largest conceivable program any user may submit. 

ACSL has been extended to include a multiple derivative capability 
to more readily simulate hybrid computer operation.  This permits the 
models to be implemented on the analog computer to be represented in 
a single derivative section using an integrating step size and algo- 
rithm independent of other derivative sections.  Other derivative sec- 
tions can be used to represent the digital portion of the hybrid or sub- 
system operations to be replaced by the physical system hardware. 

The modified ACSL package places the multiple derivatives in the 
dynamic region. The specifications for multiple derivative operation 
are shown in Figure C-l. The actual order in which the derivative sec- 
tions are executed can be based on a number of criteria. For the exam- 
ple shown here, the execution of the multiple derivative simulation is 
driven from elements in an event list based on which derivative section 

is furthest behind in time. 

Consider an example where the problem has been partitioned for two 
derivative section operations. The Dl derivative section represents 
the digital portion of a hybrid computer simulation with a frame time 
of 10 msec and the D2 derivative section represents the analog portion 
of the hybrid computer simulation with a frame time of 2 msec. The 
sequence of execution events can be described using Figure C-2. The 
order of execution at T = 0 is as specified in the simulation model, 
i.e., Dl is executed before D2. Dl is advanced over the 10-msec step 
to El (Event 1). Dl information regarding time and step size is 
reentered in the event list. Data required for D2 are available at event 
time El (10 msec). D2 is advanced over a time step of 2 msec. D2 infor- 
mation regarding time and step size is reentered in the event list. 
D2 is behind in time, therefore D2 is advanced again to E3, reentered 
in the event list, compared, found to be behind, and is advanced to E4. 
This sequence of operation continues until E6. At this time, Dl and 
D2 have been advanced to approximately the same point in time, and data 
would be transferred to Dl for advancement to E7. However, the numeri- 
cal accumulation of time and round-off error can contribute to condi- 
tions that result in other than an exact numerical comparison of time. 
Consider that the accumulated time associated with D2 and entered in 
the event list is slightly smaller than time associated with Dl. D2 
will advance to E8, time is entered into the event list, then Dl is 
the furthest behind and is advanced one frame time to E7. Data are 
transferred backward in time for D2 to advance to E9. This seemingly 
random order of execution takes place only at the first alignment of 
derivative section. The conditions that prevail at that point repeat 
for future points in time. These phenomena have an averaging effect 
and are similar to the calculated derivatives using a Runge-Kutta type 
algorithm. Without special considerations,  the derivative's values 
are not calculated at the end of the frame time but at some intermediate 

point depending on the algorithm RK4 or RK2. 
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DYNAMIC 

DERIVATIVE NAME 1 

SPECIFY INDEPENDENT INTEGRATION ALGORITHM FOR 
NAME1 

SPECIFY INDEPENDENT INTEGRATION STEP SIZE FOR 
NAME1 

DIFFERENTIAL EQUATION OR TRANSFER FUNCTION 
DESCRIBING SYSTEM DYNAMICS INCLUDED IN NAME 1 
DERIVATIVE SECTION. 

END $ 'OF NAME 1 REGION' 

DERIVATIVE NAME 2 

SPECIFY INDEPENDENT INTEGRATION ALGORITHM FOR 
NAME 2 

SPECIFY INDEPENDENT INTEGRATION STEP SIZE FOR 
NAME 2 

DIFFERENTIAL EQUATIONS OR TRANSFER FUNCTIONS 
DESCRIBING SYSTEM DYNAMICS INCLUDED IN NAME 2 
DERIVATIVE SECTION. 

ENDS'OF NAME 2 REGION' 

o 

o 

o 

DERIVATIVE NAME N 

o 

o 

o 

END $ 'END OF NAME N REGION' 

Figure C-l.     Basic multiple derivative configuration for ACSL. 
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D1 
(10 msec) 

D2 
(2 msec) 

o"?^ 

&<j)G)(^a)(i)G)(!S)(^ » 
6       8      10     12    14 

TIME (msec) 

16     18      20 

Figure C-2.     Sequence of execution events. 
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The second major modification made on the ACSL system was to 
include hybrid drivers for ADC/DAC real time operation. The major 
motivation in this modification and development process is to use a 
simulation language to the maximum extent practical as the digital 
portion of the hybrid computer operation. This permits the user to 
make maximum use of the power, flexibility, and cost saving in using 
a higher level simulation language. As shown in Figure C-3, the ana- 
log functions, interface operation, and digital functions included in 
a hybrid computer are implemented using the ACSL in an all-digital 
environment with the functional areas associated with different deriva- 
tive sections. The digital function could be further represented with 
multiple derivatives based on system dynamics. A significant cost 
saving in computer programming is realized when as much as practical of 
the digital function simulated by ACSL is used as the digital computer 
operation In the real time hybrid environment. This capability has been 
missing from previously available simulation languages; and considerable 
reprograraming was involved in the transition from an all-digital to a 
hybrid computer operation. An immediate observation is that it is not 
necessary for the total simulated hybrid computer to operate in real 
time but only the digital functions which will be used for real time 
hybrid computer operations. The analog function or hardware simulation 
can be replaced by the actual system hardware. In addition, the 
effects of various combinations of step sizes and integration algorithms 
can be investigated for the digital portion to be used in the hybrid 
simulation. 
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SIMULATED WITH SIMULATION LANGUAGE 

DIGITAL COMPUTER 

DIGITAL 
FUNCTION 

HARDWARE■ 
FUNCTIONS ' 

HARDWARE 

INTERFACE 

HYBRID 

INTERFACE 

ANALOG 
FUNCTIONS 

HARDWARE 
FUNCTIONS 

HARDWARE 

I 
ANALOG 
COMPUTER 

Figure C-3. Hybrid computer operation HWIL using ACSL. 

2.  Advantages of Using a Simulation Language 

a.  Digital Simulations 

Developing a digital simulation using a procedural lan- 
guage such as FORTRAN requires the development of a number of special 
operators. These include overhead and bookkeeping functions, data 
input and output, formatting and manipulation, developing integration 
algorithms, plotting routines, etc.  The programs must be structured 
so that all aspects of the design specification of the simulation can 
be met  FORTRAN is a procedural language and was not designed specifi- 
cally for simulation application.  The desired simulation structure 
typically cannot be achieved without special expertise.  A typical 
example would be the effort involved to translate a second-order trans- 
fer function into a FORTRAN-coded program, e.g., identifying the first- 
order differential equations, initial conditions, developing integration 
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algorithms, formats for data input and output, plotting routines, and 
ensuring the proper sequence of program execution. The use of a simu- 
lation language significantly simplifies the task placed on the simu- 
lation developer. Another frequently overlooked advantage to simula- 
tion languages is that a standard procedure for documentation is readily 
available.  The ACSL, as used in the ASC, includes a specifically 
developed post processor to assist the simulation user in performing 
statistical analysis. 

A simulation produces raw data which must be presented in such 
a way as to be useful in the analysis of the simulated system.  ACSL 
provides the OUTPUT, PRINT, PLOT, DISPLAY, and RANGE commands as a basic 
set of operations used to present simulation data. Simulation analysis 
may require presentation of more than just the raw data provided on a 
per case basis by a series of simulation runs. To meet the need for 
in depth analysis of simulation data, ASC has funded the development 
of a data processing program called the postprocessor. 

The postprocessor accepts previously generated ACSL simulation 
data, permits arbitrary mathematical and statistical operations on the 
data, and presents the results in convenient form. All operations are 
specified by the user through standard commands (ADD, SQRT, AVERAGE, 
PLOT, etc.) read, and interpreted by the postprocessor. In addition, 
the user can easily add arbitrary operation to the standard commands 
to meet special needs. 

The postprocessor is intended to replace the many special purpose 
programs that are written and rewritten with each simulation for the 
single purpose of presenting results in a useful form. Some postpro- 
cessor applications are summarized in the following paragraphs. 

(1) Data Maintenance. It would be possible to make a 
series of ACSL simulation runs which produce much data but present only 
a summary of results. The great volume of raw data could be maintained 
on magnetic tape for later detailed analysis by the postprocessor, if 
or when required. 

(2) Monte Carlo Analysis. ACSL simulations can be set 
up to iterate for a series of runs while randomly varying selected 
parameters to produce results suitable for Monte Carlo analysis. Any 
or all separate runs in a Monte Carlo sequence could be averaged 
together and plotted along with their corresponding standard deviations. 

(3) Telemetry. Simulated test data can be generated 
and plotted as stripchart overlays for comparison with actual test 
telemetry at the test site. Later, digitized telemetry data can be 
easily input to the postprocessor and merged with simulated data for 
further comparison. 

I 
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Support of Hybrid Computer Simulation 

i •) 

A digital computer simulation program using a flexible simu- 
lation language provides a check solution on hybrid computer results. 
This check solution capability is particularly important during the 
various stages of hybrid computer simulation development.  Specifically, 
the nontri.vial task of partitioning the mathematical model between the 
analog and digital computer can be studied for maximum utilization of 
resources, to investigate acceptable data sampling rates, to study 
the effects of frame-time compensation techniques, and to determine the 
appropriate integration algorithm for hybrid computer simulation.  Using 
a standard digital plotter routine, a digital-generated scaled check 
solution of the analog computer can be obtained. A typical representa- 
tion of comparative check solutions is shown in Figure C-4.  The scaled 
digital results are used as overlays on the analog results for further 
verification of simulation implementation. Mathematical model changes 
and simulation updates are frequently required throughout the life of 
a simulation.  Changes in the implementation of hybrid simulation are 
time consuming and subject to implementation errors; therefore, inves- 
tigative changes are performed reluctantly.  A digital simulation pro- 
gram that represents the hybrid computer simulation is a very effective 
method for investigating proposed changes in the simulation models. 
Only those changes that are determined to be essential are implemented 
in the hybrid simulation. 
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a. DIGITAL RESPONSE DATA 

0.6 

DLD (4) 

0.05 V/LINE 
CHART SPEED 
200 mm/tec 

b. ANALOG RESPONSE DATA 

Figure C-4.    Typical comparative check solutions. 
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Appendix D. HYBRID IMPLEMENTATION PROCEDURES AT THE ASC 

To maximize operational efficiency and minimize time, cost, and 
errors, implementation of hybrid simulations (including real time cod- 
ing) is conducted accoruing to a well-defined procedure (Addendum 1). 
A hybrid compiler (ECSSL), which runs in batch on the CDC 6600, is 
used as an aid in the implementation process.  HOI software is used to 
enable automated setup and checkout of the analog math models.  A stan- 
dard documentation package (Appendix E) is developed to provide a 
permanent description of the implemented simulation so that changes 
which are inevitable can be accomplished in an orderly manner. 

At the completion of the simulation development phase (which 
includes math modeling, ACSL programming, and model verification), it 
is presumed that the following activities have been compleiad: 

1) The total math model package has been completed to the point 
that a high degree of confidence has been demonstrated by thorough veri- 
fication.  This math package, including listings, will be furnished. 

2) Partitioning of the math models and simulation operations has 
been completed for each resource to be used. 

3) Maximum values for all state variables have been determined 
and dynamic test run (from ACSL) plots have been produced to be used 
in analog and hybrid verification. 

If the preceding steps have been accomplished, hybrid implementa- 
tion proceeds according to the procedure established. 

The ACSL source code for that part of the math model to be imple- 
mented on the analog computer is extracted, converted for syntax com- 
patibility, and used as input to the hybrid compiler, ECSSL.  ECSSL 
reduces, orders, and scales the equations, assigns components, develops 
connectional (patching) statements, calculates static check values, and 
prepares an HOI input tape. An auxiliary program creates coded analog 
symbols for use in constructing an analog diagram of the models for 
patching and other uses. (An updated version of the analog diagrammer 
to be completed in FY77 will create complete diagrams),  ECSSL also 
provides trunk connections and MVFG patching.  The HOI code is used 
to set up and checkout the analog processor(s), function generator, 
and the analog and discrete trunks required for the simulation inter- 
face.  A static and dynamic check of each analog processor can be per- 
formed with HOI. The FORTRAN code from ACSL or from manual coding for 
the digital part of the program is augmented with real time code and 
compiled for the digital processor, analog/digital interface, direct 
digital-to-digital interfaces from central computer to cell computers, 
and control for the total simulator.  ACSL has been upgraded by the 
addition of some of the real time operating software so that a portion 
of the augmentation derives directly from the ACSL translator. 
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Verification of the real time simulation proceeds from the subsys- 
tem, or module, level to the total simulation through the following 
steps: 

1) Analog static check. 

2) Digital-only debug. 

3) Analog dynamic checks. 

4) Hybrid dynamic check 

5) Total simulation dynamic verification including cell and 
hardware. 

The key to efficiency and accuracy in implementing and maintain- 
ing a hybrid or HWIL simulation is in the use and updating of the 
standa.-d documentation package and the ACSL program.  As changes in 
coding or patching are made, these are reflected in the documentation 
so uhet at any given time the documentation corresponds to the imple- 
mented simulation. This also provides a historical track of the 
development. 
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Addendum 1. HYBRID SIMULATION IMPLEMENTATION STANDARD 
OPERATING PROCEDURE 

(10 June 1976)* 

a) All hybrid models which can be handled by the hybrid compiler 
will be processed through the compiler, whether first time through or 
modification to existing simulation, unless a waiver is obtained from 
the Hybrid System Technology group leader prior to start of implemen- 
tation. 

b) Hybrid simulations will be permitted to begin patching analog 
patch boards only after the following items have been completed: 

1) An error-free hybrid compiler run. 

2) A tape or tapes of HOI source. 

3) Error-free off-line HOI run. 

4) Tape backup of all HOI files. 

5) Volumes 1 and 2 of the standard simulation documentation 
package, including those items contained in the example in the enclosure. 
The software packages for automatic generation of documentation will be 
utilized for consistency, accuracy, and efficiency (analog diagrammer, 

TSU, SIMDOC, etc.). 

6) Function files, if used. 

7) Patching for CMVAFG, if used. 

8) Schedule data entered for expected debug time. 

9) Patch panel assignment for analog and logic. 

10)  Review and approval obtained to proceed from Hybrid 
Systems Group leader. 

c) Once patch panels are patched, debugging with the analogs will 
begin during the scheduled times with all corrections being transferred 
to the standard simulation documentation referenced in 2e) . Documen- 
tation update will normally occur each day of debugging but will always 
be complete at least once each week during scheduled debugging time. 
More time requires proper justification and approval by the Hybrid Systems 
Technology group leader. 

d) Patch panels will be removed from the equipment and stored in 
the proper drawer at the end of each scheduled debug or production 
period. 

*Hybrid Systems Technology Advanced Simulation Center 

50 



mmmmmmmmmmm "■■•■'■-■■■'—  -■■■'  ■■ ■-y««»!««! [■iiiiMiuin mmmmF*^** "" ">" **—m 

:   M 

! »'' 

e) Prior  to dynamic tests the following  items must be completed: 

1) The HOI   files will be edited to include all information 
necessary for an individual who is familiar with HOI,  but who is not 
familiar with  the particular simulation,  to completely set up and sta- 
tic check the simulation with no assistance from individuals familiar 
with the particular  simulation. 

2) Schedule data entered  for dynamic  test/debug phase. 

3) Dynamic comparison data are collected,  reviewed,  and 
approved by the simulation team leader. 

f) Prior to start of production the  following items must be 
completed: 

1) All modifications made during static and dynamic veri- 
fication must be documented in the Standard Simulation Documentation 
package. 

2) Production time scheduled. 

3) Dynamic results reviewed and  approved by simulation 
team leader. 

g) All simulation modifications made after start of production 
will be documented in the Standard Simulation Documentation no later 
than 1 week after modifications are implemented. 
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Appendix E. JET ENGINE SIMULATION 
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JET ENGINE SIMULATIDH 

TEAM LEADER-K.L.HALL 
SIMULATION TEAM-TAL ADAMS.DICK MDHLERE.RICK KENDALL.JDHH VANSWEARIHGEN 

12 JANUARY 197? 

I 
US ARMY MISSILE COMMAND 

GUIDANCE AND CONTROL DIRECTORATE 
ADVANCED SIMULATION CENTER 

REDSTONE ARSENAL ALABAMA 35809 
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: GO«- GD==1? GO=0»  FLAG=0»  9.61. 

7/ 

i 9.410 FLAGOOI 9. 
9.420 :  "T7S PATCHING «««OK««« FOR PRODUCTION":  1 FUAG=0 

♦ ^'.ftlO «»SP. 3S0. M! N! 
* 9.620 I "INPUT PRODUCTION BETA VALUE <DEFAULT IS BETA = l>": : BETA-1. BETA* 
I 9.625 BETA==1? 9.7. 
i 9.630 1 "SETTING POTS AFTER BETA CHANGE": » 21» 22! 
% 9.640 : "VERIFYING POTS AFTER BETA CHANGE": 1 .0005. V» 21» 22» 

gifiSO : "POTS VERIFIED FDR BETA CHANGE": : N! 
f2 9.700 : : "SETTING PDT CHiWES FOR PRODUCTION": 10! 

9 710 : "VERIFYING PRDDUCTIÜM POT CHANGES": .0005. V» 10! : 
9 720 » : : "PRODUCTION SETUP AMD CHECK COMPLETE": : 
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i 

... i J i   n y n  - 
9.730 NJ   SIC»   35D»   HJ 

10.001 "PRDDUCTiaN POT LIST" 

U.001 "INPUT PARAMETER VALUES AND PARAMETRIC SCALINGS" 
11.002 I BETA=1.00000 
11.003 N=0i   Y=l.   CDH=1»   GD=0 
11.101 NCa=3.0Ü000«l0««3 
n.ioe uFa=9. i440ü«io««c-n 
11.103 NCDM=0.00000 
11.104 Kl=l.20000 
11.105 K2=2.00000 
11.201 tTIME=5.00000«10»*l 
11.202 tWC=2.00000»10»«2 
11.203 tN=1.00000»10««4 
11.204 ■tNEI = 1.00000«10**4 
11.205 .tNE=1.00üOO«10««4 
11.301 tAAV001 = l.00000*10**1 
11.302 tAAV002=4.00000 
11.303 ■' TP3=3.00000«10»*2 
11.304 tAAV003=l. 08500*10**2 
11.305 tUCF3=l.40000*10**2 
11.306 tAAV004=l.48700 
11.307 tAAV005=7.00000*lO«*<-l> 
11.303 tT3=l.50000*10**3 
11.309 tflAV006=l. 07300*10**2 
11.310 tUCF6=l.40000*10**2 
11.311 tDH3=3.00000*10**2 
11.312 tP4=3.00000*10*»:£ 
11.313 tAAV00S=9.9Ü000*10«*C-O 
11.314 tAAV009=5.94000 
11.315 tAAVO10=2.13142*10**4 
11.316 tT4=3.00000*10**3 
11.317 tAAVO11=2.89000«10**1 
11.318 tAAV013=8.67000*10**3 
11.319 1UCLP=2.00000*10**2 
11.320 tAAV014=2.50000*10*«<-l) 
11.321 tAAVO15=1.17760 
11.322 tAAV016=2.94400*10««<-l> 
11.323 tDENT=3.00000 
11.324 tT5=3.00000«10«*3 
11.325 tDH4=3.00000*10**2 
11.326 tNC=l.00000*10**4 
11.327 trH43=3.00000*10**2 
11.328 tAAV019=6.00000*10**4 
11.329 tAAV020=3.09315*10**4 
11.330 tDUF=l.00000*10**1 
11.331 tWF=6.00000 
11.332 tNECS=l. 00000*10**4' 
11.333 tP4N=l.00000*10**1 

12.001 "AUXILIARY PARAMETRIC SCALINGS" 
12.101 tAAV007=C.tT3>»*2 
12.102 tAAVOl£=3QKCtT4) 
12.103 tAAVO 17=<;tT4)«*2 
12.104 tAAVO18=(tT5)«*£ 

13.001 "ENTER MVFG PhTr'SICAL ASSIGNMENT DEFINITION IHTQ MVGDIR" 

15.001 "STATIC TEST VALUES OF DIFFERENTIAL VARIABLES" 
IS. 101 TIMC-l.OOOOO-lO"""! 

,. . 

-  ^: 

T 
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1 

' -■. 

15.102 »0=9.366.00* ID" I 
15.103 N=7,00000«10*«3 
15.104 NEI=1.0CI000«ICI««3 
15.105 NE:=1.00000»10»i«3 
15.501 Fit! ]=<1.» 9.7«10««-li 

33i 8.23. 9.16. 1.«10**1) 
15.502 DUMHC! ]=<0.0. 1.5»Ki«»3. 3.*10»«3. 3.5«10««3. 

6."10««3. 6.5«10««3. 7.*10*«3. 7.5*10**3. 

1.2. 1.34. 1.54. 1.74. 2.03. 2.39. 2.93. 3.76. 5.26. 6.46. 7. 

4.«10**3. 4.5,«10««3. 5.«10»»:3. 5. 
8.«10«*3» 8.3«10««3. 8.6*10**3. 9.5« 5«10««3. 

10««3) 
15.503 F3t! ]=<0.0. -4.5. -1.4. 2.4. 6.7. 1.27*10**1. 2.04«10««1. 2.9«10««1. 4.«10«»1 

85«10«*1. 6.62*10**1. 8.01«10«*1. 9.1«10**1. 9.75*10**1. 1.0£5«10»«2. 1.0C5«10*«2) 
15.504 F4C! ]-<0,0. 2.04«10*»-1. 3.63»10««-1. 4.05*10««-1. 4.69»10««-1. S.l«10««-1. 3. 

33«10««-l, 6.23«10«*-1. 6.99«10**-1» 7.84*10*«-!. 9.27«10««-1» 1.03» 1.103. 1.218. 1.33 
9. 1.487) 

15.505 F6C! 1=<0.0. -7-15. -5.. -1.» 3.5. 1.05«10««1. 1.85«10««1. 2.75«10»«1» 
5.1£«10«»1. 6.53«10««1. 7.92«10««1. 5.05*10«»1. 9.63«10««1. 1.012«10«»2. 1. 

2) 

5. 

3.e25«10«» 
1.073«10«» 

15, 

15. 

15, 

15, 

15, 

15, 

15, 

IS 

15, 

506 F2t! ]=<0.0! 7.«10««-2. 1.15«10««-1. 1.15«10««-1. 9."10««-2. 8.«10««-2. 5.«10«« 
-2» O.Oi -8,«10«"-2i -1.9»10«»!-1» -3.4«10««-1. -5.8«10«"-l> -l.i -2.5. -3.25» -4.) 

507 DMUCF3C! ]=<0.0. 5.. K*IO«H*li 1.5«10««1. 2.»10««1» 2.1«10»«"1» 2.2«10«»il. 2.3"10 
■«!. 2.4«10««1. 2.5«10««1. 2.6«10««1. 2.7«10«»l. 2.8«10»«1. 2.9«10««1. 2.95«10»»1. 3.«1 
QMi) 

,308   F8I! J»<0.0. -3.4«10M-l» -5.5«10«*-1» -l."10««-l. -i.4Z»l0»*-lt  -1.82«10w-l» 
-1.97*10««-!» -2.18«10««-1. -2.3«10«-1. -2.43*10««-!» -2.6!*10**-1. -2.83*1C««-!. -3 
.12«10««-1» -3.4«10««-1» -5.3«10««-1» -7.*10««-1) 

,509    DMMCF6t! 1=<0.0» 3.» 5.» l.«10««!. !.5«10««!. 2.*10**1. 2.2«10««l» 2.4«10*«1» 2.5 . 
■10*"!i 2.6«10««1. 2.7«10««1. 2.e«10««l. 2.9«10"*!» 2.95*10«»!» 3.*10*«1. 3.02*!0**1> 

,510    F7t! ]»<4.6*10«*-1» 5.7«10**-1. 6.5*10««-!» 7.07*10**-!» 7.9*10M-1. 8.2*10**- 
1» 8.67«10*«-1. 9.«10««-1» 9.24«10««-1> 9.35«10«*-1» 9.666*10*«-»» 9.84*10**-1» 9.9*10 
■*-!. 9.9«!0«*-l. 9.9«10**-1» 9.9*10**-1> 

.51!    DMP4C! 1«<2.. 3.» 4.» 5.» 7.» 8.» !.*10»*1. 1.2«10«*!. 1.4«10M1» 1.5*10**1» 2.*10* 
^1. 2.5*10**1» 3.*10*«1» 1.■10**2. 2.■10**2. 3.*10**2> 

,512'   F8t! ]<•<!. 13*10«*1. 1.54«10««1. 1.96«10««!. 2.22»!0*«1» 2.4»10««1. 2.54*10««1. 
2.63«:«'««1. 2.7"10**!. 2.75*10**1. 2.818*10««!. 2.839«10*«1» 2.852«!0*«1» 2.871*10«*1 
» e.8öc»l0*«l» 2.888«!0«*1> 2.89«10«*1) 

,513    DMt'4P2t!J=< 1.061. 1.117» 1.236» 1.363» 1..483. 1.617» 1.754» 1.903» 2.062» 2.416» t 
.599» 2.843. 3.329» 3.995» 5.146» 9.7',!> 

.514    F9II J"<9.!«10**-3» !.83«10**-2» 3.57«!0«*-2» 5.22*10*»-2» 6.81"10"W-8» 8.31«! 
0««-2, 9..'6*10**-2» !.116*10**-1. 1.258*10««-!» 1.499«10**-1» !.617«10«*-1. 1.731*10* 
■-1» 1.9'«.*10««-1» 2.146«!0*«-!» 2.328*10«*-1» 2.5*!0«*-l> 

: i 

16.001 'STATIC TEST VALUES OF ALGEBRAIC VARIABLES" 
16.101 DER&01=1.00000"IIER<TIME>" 
16.102 AAV001>5.28000 
16.103 AAV002»-7.73200*10««<-1> 
16.104 PS-1.34844«10««2 
16.105 AAV003=6.62000»10««1 
16.106 HCF3=2.74600«10««! 
16.107 AAV004«9.27000«10««<-1> 
16.108 AAV005—2.93440*10**<-1) 
16.109 T3=3.47818«10««2 
16.110 AAV006»6.53000«10«*1 
16.111 UCF6=2.83600«10««! 
16.112 AAV007=7.18795«10«*5 
16.113 DH3=8.01873«!0««1 
16.114 P4-1.28!02«!0"«2 
16.115 AAV008=9.90000«10««<-1) 
16.116 AAV009=1.22206 
16.117 AAV010=9.36371«10««2 
16.118 T4=1.78419«10««3 
16.119 AAV01!-2.88350»!0«*1 
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IS.IEO ftAV0IE=4.E2397»10»»l 
16.121 AflV013=3.69330«10««3 
16.122 UCLP=8.74435«lO*«! 
16.123 DER00^=-6.21151«10««3"DER<UCV• 
16.124 AAVÜ14=2.19135«10**<;-1> 
16.125 AAV015=1.0£556 
16.126 AAV016=2.24,"'34«10*«<-1) 
16.127 DEHT=1.22474 
16.123 T5=l.45680*10**3 
16.129 AAV017=3.1S333*10**6 
16.130 AAV018=2.1£2£6*10«»6 
16.131 DH4=8.7635£«10*»1 
16.132 MC=S.00000*10**3 
16.133 DH43=7.44793 
16.134 AAV019=6.97573«10**£ 
16.135 AAV0£0=4.70463*10**2 
16.136 DER003=4.70463*10»*2"DER<rO" 
16.137 DUF=3.20000*10**<-1) 
16.138 WF=1.£3440 
16.139 NECS=5.00000*10«»a 
16.140 DER004=1.00000*10««3"DER<NEI)n 

16.141 DER005=-5.00000«10*«3"IJER<NE>" 
16.142 P4N=4.23146 

N 
« 

1 

17,002 
17.004 
17.006 
17.400 

: 
17.410 
17.420 
17.500 ' 
17.510 
17.520 
17.530 
17.540 
17.550 
17.560 
17.570 
17.580 
17.590 
17.600 
17.610 
17.620 
17.630 
17.640 
17.650 
17.999 

21,001 
21.002 
21,003 
21.004 
21.005 
21.006 
21.007 
21.003 
21.010 
21.011 
21.012 
21.013 

s   "CHECKING TEST DAC CaWCCTIDNS"»   : 
«IAD. x; 3ix> 3UA> XMUHE; FLAG=0 
TVP1=9U41I TVPl<>aX02? FLAG=1. « "TEST MDAC INPUT - CDM W41 TQ V02"« 
FLAGOO? : "PATCH T/S QR ENTER 1 FÜR GO TO BYPASS T/S PATCH CHECK"« 

GO«- GD==n GD=0. FLAG=0. 17.5. 
FLAGOO"? 17. 
i "T/S PATCHING »«»GK««« FDR STATIC TEST": : FLAG=0 

I   1DA00=0 
jrA01=0 
1LAC2=0 
lDl,(03=0 ■ 
1DA04=0 
1DA05=0 
lDA0(.-0 
IDAO'^O 
1DACS=0 
1DA09=0 
IDA)0=0 
lDftli=0 
IDA12=0 
IDA13=0 
1DA14=0 
1DA15=0 
: "DAC TEST VOLTAGES SET": : 

1C00l=+tAAV003XtWCF3 
lC002=+l,00000/(fTIME»l«EETA) 
lC003=+2,99£00*10»*l*tAAV001/tP3 
lC004=+rtEI/THEI 
lC005=+9.50000«10*«(-n«tP3/,tP4 
lC006=+tAAV006/,tWC:F6 
lC007=+2.99£00»10*«l«tAAV002/tP3 
icoo8=+i.ooooo*io**<-n*nic/tucF6 
1C010=+2.26500*10»««:-2>«tT3/1DH3 
1C011=+5.19000*10»«2*fAftV004/tT3 
lC0l2=+tT3/tT4 
lC0l3=+5.l9000*10*»2*tAHV005/tT3 

i. 
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81.015 
ai.oiG 
ei.oi? 
£1.018 
£1.020 
£1.081 
£1.02£ 
£1.023 
21.025 
21.026 
i:1.027 
21.028 
£1.030 
21.031 
21.032 
21.033 
21.035 
21.036 
21.03? 
21.038 
21.040 
21.041 
21.042 
21.043 
21.045 
21.046 
21.047 
21.048 
21.050 
21.051 
21.052 
21.053 
21.055 
21.056 
21.057 
21.058 
21,060 
21.061 
21.062 
21.063 
21.999 

lC015=+5.19000"10«E/TT3 
1C016=+1.£0976«10«*2/TDH3 
lC017=+l.£7050*10*«<:-5>«fAAV007/iDH:3 
lC01S=-KNCa+NCGrt>»1.00000«10««(-lVtNC 
lC0£0=+l.00000»l0»«(-n«1IlUF/'tWF 
lC021=+K2«1.00000«10«*<-4)«ttCI/triUF 
lC0££=+Kl«1.0000Ü!«10««<-4)»tNE/'tIIWF 
lC0£3=+UFD/tWF 
lC0£5=+l.l8400«10««<-4)«tT4/'tftAV015 
lC0£6=+tHECS/'<tME«l*EETA) 
lC0£7=-t-tT4/'<tT5«tEENT> 
lC0£8=+tAAV009An)F«'tAftV008) 
lC030=+7.17647«10««4»'tAAV009/<tAAV010«1iJC) 
lC031=+1.23680«10««<-lVtfthV015 
lC032=+1.00000«10««<-n«TAAV010/tT4 
lC033=+tNC/ttCC^ 
lC035=+NE7tME 
lC036=+tN/tNECS 
lC037"+tNE/<tNEI«l*EETA> 
lC038=*tNE/CtNE»l"EETA> 
lC040-+UC/tUC 
lC041=*3.34225«10»*<-3>"tP4/tP4M 
lC042»*1.00000»"10««<-l)»tUC/tMCF3 
lC043-+tAAV013/<tP4«tAAV011) 
lC045=+tAAV013/< tWCLP«tAAV012) 
lC046-+1.00000«10""3«tUC/(tUC«1000»BETA> 
lC047»*1.00000"«10««3«tUCLP/'<tUC«'1000"BETft> 
lC048=+tAAV016/<tAAV014«tAAV01S> 
lC050"*r</tN 
lC051>-»1.00000/tl)ENT 
lC052«*tAAV016/tDENT 
lC053»*2.26500»10««<-2)"«tT4/tDH4 
lC055»+2.26500*10««<-2WT5/tDH4 
lC056»+1.27050«10««<-5)«tflAV018/tDH4 
lC05?,»*1.27050»10«n»<-5>«tAAV0177tDH4 
lC058«*tDH3/tDH43 
lC060-«tDH4/tDH43 
lC061»*4.72100"10«"3«tAAV019/<tAAV020"tM) 
lC062-*tAAV019/'<tDH43«tUC> 
lC063»*l.OOOOO»'10»»i<-l>«tAAV020/'<tN"l"BETri> 
lC000»*TIME/rTIME 

22.001    L001=5.00000*10«i«2/thECS. "LDUCR" 
ü001"5.00000«10««2/rHECS. -UPPER" 
LOOli UOOli H; "1H001" 

i 

23.001 "A AMP VALUES " 

24.001 M AMP VALUES" 

25.001 1G00KDUMNC!   ]/<tN)>=<F3[f   JAtAAV003)>"AAV003i  N" 
£5.002 1G002<DUMNC!   ]/'<tN))=<F4C •   V<tAAV004)>"AAV004i N" 
25.003 lG003<DUMNt!   l/<tN))=<F6t1   ]/<tAAV006))"AAV006. M" 
25.004 1G004<DMUCF3C!   J/<t«CF3)>=<F2t•   lAtAAV002>)"AAV002i  UCF3" 
25.005 lG005(DriUCF6C!   ]/<tUCF6))»<;F5C!   J/<tAAV005))"AAV005i  MCF6" 
25.006 1G006<DMP4C!   ]/<tP4))=<F7C!   V<tAAV008))"AAV008f  P4" 
25.007 lG007<Dt1P4P2t!   V<tP4N>>=<F8C!   JAtAAVOlDVAAVOll. P4N" 
£5.010 lG010<DHP4P£t!   V<tP4N))=<F9C!   ]/'<tAAVOH>),,AAV014.  P4M        »11JAN77TJA" 
£5.999 IGOOOCDUMHC!   3/'<tN>)=<Flt!   3/<tAAV001))"AAV001.  N" 

24.001 "FUN GEK L LOAD FUN DATA TO MVTG" 
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27.001 

28.001 

"EXTERNAL TRUNK VALUES" 

"CDMP VALUES" 

:; 

I I 

31.001 ! 1P001=+1C001«1F001 
31.002 1P002=+1COOS«(-1) 
31.003 1P003=+)C003«1FOOO 
31.004 1P004=+1C004«<-1) 
31.005 1P005=+1CCI05«1ACI05 
31.006 1P006=+1C006«1F003 
31.007 1P007=+1C007«1F004 
31.008 1P008=+1C00S«1A040 
31.010 1P010=+1CÜ10*1A010 
31.011 1P011=+1C011*1F00£ 
31.012 1P012=+1C012«1H010 

31.013 1P013=+1C013«1F005 
31.015 lP015=+lC015«<-n 
31.016 1P016=+1C016«<-1) 
31.017 1P017=+1C017»1A003 
31.018 1P018=+1C018«<+1> 
31.020 1P020=+1C020«IAO£0 
31.021 1P021=+1C021»1A002 
31.022 1PO£2=+1C022*1A034 
31.023 . 1P023=+1C023«<:-0 
31.025 1P025=+1CO£5«1AO£5 
31.026 1P026=+1C026«1A0£6 
31.027 1P027=+1C027«1A0£5 
31.030 1P030«+1C030«1A003 
31.031 1P031=+1C031»(+1) 
31.032 1P032*HC032*1A033 
31.033 1P033=+1C033«1A016 
31.035 1P035»+1C035«<-M) 
31.036 1P036=+1C036«1A050 
31.037 1P037=+1C037«1A035 
31.03S iP038=+lC038«lA035 
31.040 1P040»+1C040«<+1> 
31.041 1P041=*1C041«1A004 
31.042 1P042^+1C04£«1A040 
31.045 IP045=+1C045«1A01S 
31.046 1P046=+1C046«1A040 
31.047 1P047=+1C047«1A043 
31.050 1P050=+1C050*(-1) 
31.051 lP051=+lC051i«<-l) 
31.052 1P052=+1C05£«1A048 
31.053 lP053=+lC05.3«lAn£5 
31.055 1P055=+1C055*1A023 
31.056 1P056=+1C056«1ACI£8 
31.057 1P057=+1C057»1A013 
31.053 lP055=+lC053«lft011 
31.060 1P060=+1C060«1A041 
31.061 1P061=+1C061«1AI353 

31.063 1P063=+1C063«1A058 
31.999 1P000=+1C000«<-1> 

1 

i 

32.001 "DERIV CDHHECTIDHS" 
32.002 lD002=+<lC037«tA0:35) 
32.035 lI)035=+<10*lC02t.«lA0£6+10«lC03S«lA035) 
^2.040 lD040=+<lC047«lA043+lC046«lA040)"HriS CAP" 
.(2.050 JD050=+<10*1C063«1A05S) • 
32.999 IDOOO^+dCOOeA^-l)) 

i 
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1 

37.001 I  1A001=-<1C001«1F001+10«1C042«1A040) 
33.002 I  tA008^-<lC004"<-l»"IC" 
33.003 ('      1A003=+<1A010»«£> 
33.004 I      1A004=-Ift015 
33.005 '      lA005=-aC003«lFOOO+lCOO?'«'lF004) 
33.006 1A006=-<1C006«1F003+10«1C008«1A040> 
33.008 lA00S=-<+lft02l»lF006>/lC028 
33.009 1A009=-1A038 
33.010 1A010=-<1C0U«1F002+1C013»1F005+1C015«<-1)) 
33.011 1A011=-<10«1C010«1A010+1C017»1A003+1C016!«<-1>) 
33.013 1A013=-<1A0£5««2) 
33.015 1A015=-<1C005«1A005) 
33.016 1A016=-<10«1C018«<+1)> 

i 33.018 IA018=-<*1A015«1F007>/1C043 
33.020 lA020=-aC022«lA034+1C021«lA002) 
33.021 1A021=-<10«1C020»1A020+1C023«<-1» 
33.023 1A023=-<1C027«1A025V1A036 
33.025       ■   tA025«-<lC01£«lA010+10«lC03£«lA033) 

* 33.026 1A026=LIM<L001«<-1>.  U001«<*n.  -<lC033■lA016♦lC036■lA050»•lHOOJ,, 

33.028 lA028>*aA023««2> 
33.030 lft030"-<lC025«lA025+10«lC03l«<*l» 

i | 33.031 1A031»-<10«1C041«1A004) 
33.033 1A033=-<1C030«1A008V<-1A040> 
33.034 1A034=-1A035 

>$                                                      33.035 1A035=-<1C035"<*1)>"IC" 
u                                                      33.036 1A036«-<1C05£"1A048+1C051*<-1» 

33.038 1A03S=*SOR(-IA025) 
■) 33.040 1A040«-<1C040«<*1)>"IC" 
1 33.041 1A041=-<10«1C053«1A025+10«1C055«1A023+1C057«1A013+1C056«1A028) 
i 33.043 IA043«-<1C045»1A018)/'IA038. 
I 33.045 1A045=-<1C05S«1A011+1C060«1A041> 
' 33.048 lA048»-<-lF010"lA030>/lC048      "eilJAtCTTJA" 
I 33.050 lA050«-<lC050«<-n)"IC" 
1 33.053 lA053=-<-lA045»"lA040>/lC062 

33.058 1A058—<1C061"1A053>/1A050 
i 33.999 UWOO—<1C000»<-1>>"IC" 

34.001 "I AMP CDHMECTIONS- i 

l 
39.001 1F001=1G001(1A050> 
35.002 irOOS»-lG002(lA050> 
35.003 1F003=1G003(1A0S0> 
35.004 1F004-1G004(1A001) 
35.005 1F005=-1G005<1A006) 
35.006 1F006-1G006<1A015> 
35.007 1F007=1C007<1A031) 
35.010 1F010=1G010<1A031).  "11JAM77TJA" 
35.999 IFOOO=1GOOO<1A050> 

36.001 "FUN GEN CDNHECT1DNS" 

37.001 "EXT TRUNK CDNNECTIDNS" 

38.001 "COMP COMNECTIOHS" 

39.001 "NONREADABLE EXT TRUNK CONNECTIONS" 

42.001 "DERIV VALUES" 
42.002 lD002«-DER004/'<tHEI*l'*BETA> 
42.035 lD035=*DERÖ05/<tNE«il»BETA> 
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42.040 lD040=+DE:R002/<TWC"lüO(3"EETfl) 
42.050 lIM)50«-DER003/<tN«l«BETA) 
42.999 ir000=-DER001/<tTIME«l*EETfO 

43.001 lA001=+<UCF3/TWCr3> 
43.002 1A002=+<MEI/THEI) 
43.003 lA003=+<flAV007/1AAV007) 
43.004 1A004=-(P4/1P4) 
43.005 lA005=-<P3,'tP3) 
43.006 lA006=+<UCF6/tUCF6) 
43.008 lA00S=-( AAVÜ09/MA\'009) 
43.009 lA009=-<AAV012/tAAV01£) 
43.010 lA010=+a3/n3) 
43.011 lA011=-<DH3/tDH3) 
43.013 lAOlS^CAAVOlJ'/IAAVOl?) 
43.015 lA015=+<P4/tP4) 
43.016 lA016=-<rC/'tNC) 
43.018 lA018=-<AAV013/tAAV013> 
43.020 lA0£0=-<DUF/tDUF) 
43.021 lA021=+(UF/tUF) 
43.023 lA023=+(T5/tT5) 
43.025 lA0?5=-a4/tT4) 
43.026 IA0£6=+<NECS/tfCCS> 
43.023 lA02S=+<AAV018/tAAV013) 
43.030 lA03Ö=-<AAV015/tAAV015> 
43.031 lA031=+<P4rVTP4N) 
43.033 IA033=+<AAV010/1AAVOIO) 
43.034 1A034=5+<NE/TNE) 
43.035 lA035=-<NE/tNE> 
43.036 lA036=+<DENT/tDENT) 
43.038 lA038=+<AAV012/tAAV012) 
43.0 40 1A0 40=-< WC/tUC) 
43.041 lA041=+<DH4/tDH4) 
43.043 lA043=+<UCLP/tNCLP) 
43.045 lA045=-<DH43/tDH43> 
43.048 lA043=-<AAV016/rAAV016) 
43.050 lA050=+<N/tN> 
43.053 lA053=+<AAV0l9/tAAV019) 
43.058 lA05S=-<AAV020/tAHVO£0) 
43.999 lA000=KTIME/tTinE) 

44.001 "I AMP VALUES" 

45.001 lF001=+<AAV003/tAAV003> 
45.002 lF002=-<AAV004/tAAV004> 
45.0 0 3 1FO 0 3=+ < AAVO 0 6/tAAVO06) 
45.004 lF004=+<AAV002/TAAV002) 
45.005 lF005=-(AAVü05/tHAVOCi5) 
45.006 lF006=+(AAV003/tAAV008) 
45.007 lFOO,"7=+<: AAVO 11/tAAVO 11) 
45.010 lF010=+<AAV014/tAAV014) 
45.99'# lFOOO=+<AAV001/tAAV001) 

46.001 "MVFG VALUES" 

47.001 "EXTERNAL TRUNK VALUES" 

"«11^77^«" 

I 
I 

48.001 "CDMP VALUES" 

49.001 "MGNREAIJABLE EXT TRUNK VALUES" 

64 

.„_.:,■ 

«\T*'. ■ .^w^'' ■ ^!':'i:siSiaK«SHRLii»*fc., 



mm!Wf*mr^w*rr ....^^Lu-wn. iiiMMHiwwippni«i.jiiiRi ■u.uiMiiiuiviiiuii mmmi^^^^mm^mmmmm^mt ^ ' '■  'm 

50.002 OTi  a»   !   "RDUTINE TD FRIMT ALL NUMBERED PfiRTS UN THE LINE PRINTER"«   I 
50.010 "MAKE LINE PRINTER READY AND TYPE RETURN":   :  GO«- 
50.020 3Li  GM  60.U   :  : SPAR;  SVAR:  3Ti  Di 

60.002 l   :   60.2;   " VIRTUAL MEMORy DUMP TO TAPE"«  60.2!   s   « 
60.010 "TYPE 60.13 Tu CHANGE DATE OR TIME,     THEN TYPE 60.2."«   «   : 
60.100 " 0945 11 JAN  1977    VERSIGN"« 
60.120 HS 
60.200 "«ä**««»»:««**»!»«*««*««««««»»«»««**«»*«««««»!««««««»!»««««»*»«««*««" i 
60.210 "WILL WRITE OVER AMY TAPE ON BQTTOM TAPE UNIT WITH WRITE ENABLED"« 
60.220 60.2; « « "MDUHT SCRATCH TAPE ON EOTTGN UNIT AND GET READY"« « 
60.230 GO«- 
60.240 8m>  O;   »CLOSE«  3M1>  D5  $CLOSE! 
60.250 STENP»   i   SNli   0>  SPAR«  SEND«  SCLDSE« 
60.260 «   «  60.2;   " FINISHED DUMPING":  60.2! 
60.270 «   :   "TO ERASE VIRTUAL MEMORY AND RELOAD FROM SCRATCH ON BOTTON UNIT*« 
60.280 "TYPE SALLS    AND THEN TYPE aTEMPi   .  SMI.   15   "«   « 
60.900 " " J 

80.001 
80.999 

I   "■•«■■««•■»««••■•«■■»    SPECIAL NOTES 
60.9;  « 

'I I I 

i 

DPT - 
1P061 
IPO 60 
IPO 58 
1P057 
1P056 
1P055 
IPO 53 
IPO 32 
1P051 
IPO 90 
1P047 
1P046 
1P045 
1P042 
1P041 
IPO 40 
IPO 38 
IPO 37 
1P036 
IPO 35 
1P033 
1P032 
1P031 
IPO 30 
1P027 
1PÖ26 
1P025 
IPO 23 
1P022 
1P021 
1P020 
IPO 18 
IPO 17 
1P016 
IPO 15 
IPO 13 
1P012 

8.00000 
.004069 
.292117 

-.267291 
-.134814 
.089877 
.109988 

-,134706 
-.074911 
-.333333 
-.700000 
.437242 

-.468300 
-.337196 
-.066900 
-.042814 
.468300 

-.100000 
-.100000 
.700000 
.100000 

-.800000 
.031212 
.105027 

-.020573 
-.198243 
.050000 

-.179389 
-.152400 
.012000 
.020000 

-.005333 
.080000 
.030441 

-.403253 
-.346000 
.101530 
.282606 

! I» 

r 
r 
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IFOll   • 
IPO 10 = 
1P008 ' 
1P007 = 
1PÜ06 ' 
1P005 « 
1F004 = 
1PÜ03 « 
1P002 • 
1P001 ■ 
1F000 • 
1F010 ■ 
1F006 ■ 
1K0Ü5 • 
1F004 ■ 
1F003 ' 
1F002 ' 
IFOOl 
1A00O 
1A058 
1A053 
1A0S0 
1A048 
1A045 
in043 
1A041 
1A040 
1A038 
16036 
1A035 
1A034 
JA033 
)ft031 
1A030 
1A028 
1A026 
lft025 
1*4023 
1A021 
1A020 
1A018 
1A016 
1A015 
1A013 
1A011 
1A010 
1A009 
1A008 
1A006 
IAO'05 
1A004 
1A003 
1A002 
1A001 
1D000 
1D050 
IDO 40 
moss 
1D002 
1GO0OC325 
iraoocsn 

.3S0742 

.064010 

.066900 

.077113 

.466429 

.427006 
-.100000 
.526592 
.020000 
.472857 
.523000 
.876540 
1.00000 
.419200 

-. 193300 
.608574 
-.623403 
.610133 
.200000 
-.005313 
.011626 
.700000 
-.763363 
-.024826 
.437242 
.292117 
-.468300 
.771188 
.408247 

-.100000 
.100000 
.043931 
.428146 

-.870890 
.£35807 
.050000 

-.594730 
.485600 
.205733 

-.032000 
-.426044 
-.800000 
.427007 

-.353704 
-.267201 
.565212 

-.771188 
-.205734 
.202571 

-.449430 
-.427007 
.319465 
. 100000 
.196143 

-.020000 
-.047046 
-.031057 
-.500000 
-.100000 

= 1.00000 
= .950000 

i 
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1GOOD 1301 • .916000 
1G000C29] ■ .860PP0 
1G000C28] = .823000 
1G000C27] m .830000 
iGoooceei = .733000 
1G000CS5] = .800000 
1G000C24] = .646000 
1G0O0C23] = .750000 
icoooceai s .528000 
1G000C21] s .700000 
1G000C20] = .376000 
tG000C193 = .650000 
1G000C18] -~ .293000 
1G000C17] m .600000 
1G000C16] = .239000 
1G000C15) = .550000 
1G000C14] • .203000 
1G000C13J = .500000 
1G0C0C1S] ■ .174000 
IGOOOClll ■ .450000 
1G000C101 m .154000 
1G000C9] - .400000 
1G000C8] ■ .134000 
1G000C7] - .350000 
IGOOOCbJ * .120000 
1G000CS] - .300000 
1G00UC4] ■ .097000 
1G000C3] - .150000 
icooocai - .100000 
iGoootn - .000000 
1G010C381 
1G010C313 

1.00000 
.978100 

1G010C301 .931200 
1G010C89I .S14600 
1G010C28] .858400 
tG010t273 .399300 
tG010C26] .778400 
1G010C25] .332900 
1G010C241 .092400 
1G010C23] .234300 
1G010C22J .646800 
inoiocai} .259900 
IGOIOCSO] .999600 
lG010tl9J .241600 
1G010C181 .5032C0 
1G010C17] .206200 
1G010C161 .446400 
1C010C153 .190300 
1G010E143 .390400 
lG0:0tl33 .175400 
icoionai .332400 
lG010Clt3 .161700 
1G010C1P3 .272400 
1G010C93 - .148300 
1G010C83 - .208800 
10010173 - .136300 
1G010C63 ■ .142800 
1G010CS3 ■ .123600 
lQU10t43 « .073200 
1G010C33 > ■ .111700 
1G010C23 - .036400 
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icoiocn - 
;G007C32] = 
1G00?C31] = 
1G007C30] = 
lG00?te93 = 
1G007C283 = 
1G00?C27] = 
1G007C26J = 
1ü007[£53 = 
1G007C24] = 
IG007C23] = 
lG007Ce2] = 
lG007C2n = 
lG0Ci7[£(n = 
1GÖ07C19] = 
1G0CI7C18] = 
1G007C17J = 
1G007C16] = 
1G007C15] = 
lC007tl43 = 
IG007C133 ■ 
1G007C12] = 
1G007CU] - 
1G007C10] - 
1G007C9] = 
1G007C8] = 
1G007C7] = 
1GÜ07C6] = 
1G007C5] - 
1G007C4] - 
1G007C3] ■ 
1G007C2] - 
lG007Cn ■ 
1G006C323 = 
1G006C31] = 
1G006C30] « 
1G006C29] - 
tG006C28] = 
1G006C27: • 
1G006I26] ■ 
lGOCr6[20] • 
1G006C24] = 
1G006C23] = 
1G006C22] = 
1G006C213 ' 
IGOObCEO] » 
1G006C191 = 
lG006tl8] • 
lG006tl7] = 
1G006C161 « 
lG006tl5] ' 
1G006C143 ■■ 
1G006C13] - 
lG006tl2] = 
lG006Cin > 
1G006C10] ■ 
1G006C9] = 
1G006C8] ■ 
1G006C7J « 
lG006t6] - 
lG006t51 = 

.106100 
1.00000 
.978100 
.999303 
.514600 
.997232 
.399500 
.993426 
.332900 
.936851 
.284300 
.982353 
.259900 
.975087 
.241600 
.951557 
.206200 
.934256 
.190300 
.910034 
.175400 
.878393 
.161700 
.830450 

.14S800 

.763166 

.136300 

.678201 

.123600 

.532872 

.111700 

.391003 

.106100 
1.00000 
1.00000 
1.00000 
.666667 
1.00000 
.333333 
1.00000 
.100000 
.993939 
.083333 
.976363 
.066666 
.944444 
.050000 
.933333 
.046666 
.909091 
.040000 

■■  .s?trs? 
■■    .033333 
■■    .828283 
. .026666 
. .797930 
.023333 
.714141 
.016666 

.013333 

f 
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lG006t4] " .5775738 
1G006[3] = .010000 
1G006C2: = .464646 
1GÜ06C13 ■ .006666 
lG005t3£3 = -1.00000 
lG005C3n => .215714 
1G005C30] « -.757143 
1G005C£9] = .214286 
1G005[£83 = -.485714 
lG005t£7D = .210714 
iGooscae: - -.445714 
1G005CE5] = .207143 
1G005C£4] " -.404286 
1G005C231 » .200000 
1G00SC££] • -.372857 
1G005C213 - .192857 
1GOOSC£OJ • -.347143 
1G005C193 > .185714 
1G005C181 - -.328571 
IGOOStl?] ■ .178571 
1G009C16] - ^.311429 
1G005C15] - .171429 
1G005C141 > -.281429 
1G00SC13] ■ .157143 
1G00SC12] > -.260000 
IGuOStllJ - .142857 
IGOOStlOl - -.202857 
1G005C9J - .107143 
1GC05C81 - - .142857 
1G005C71 • .071428 
1G005CÄJ - • .785714 
1G005C51 - .035714 
1G00SC43 - - .<85714 
1G005C31 - .021428. 
1G00SC2] - .000000 
1G00SC1I - .000000 
1G004C32] - -1.00000 
1G004C3J3 - .514286 
tG004C30] - -.812500 
IG004C891 - .210714 
lG004tS81 • -.C25000 
lG004t271 - .£07143 
1G004C861 - -.290000 
1G004C2S] - .200000 
1G004C243 - -.143000 
1G004C23] - .192857 
1G004C22] - -.085000 
1G004C21] - .189714 
lG004t2Cl - -.047500 
iG004C193 « .178571 
1G004C183 - -.020000 
1G004C173 > .171429 
lG004tl63 - .000000 
1G004C153 • .164286 
1G004C141 - .U12500 
1C004C133 - .197143 
1G004C123 ■• .020000 
1G004C113 - .150000 
1G004C103 • .022500 
lG004t93 ■ .142857 

1G004C83 ■ .028750 
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lG004t7J - 
1G004C6] ■ 
1G004C5] ■ 
1G004C4] = 
1G004C3] = 
1GCI04CS] - 
lG004Cn = 
1G003C32: = 
1G003[31] = 
1C003C30] ■ 
1G003C29] = 
1G003C283 = 
1G003C27] = 
1G003C26] = 
1G003C25] ■ 
1G003C243 ■ 
lG003t23: = 
1G003C22: « 
1G003C21] > 
1G003C20] - 
1G003C191 « 
1G003C18J ' 
1G003C17] ■ 
tG003C16] ■ 
1G003C15] ■ 
1G003C14] ' 
1G003C13] ' 
1G003C12] ' 
iGooacm ■■ 
1G003C10] ■■ 
1G003C93 ■ 
1G003C8] = 
1G003C7] = 
1G003C63 • 
1G003C5] ■ 
1G003C4] - 
1G003C3] = 
1G003C2) - 
lG003tn ■ 
1G002C32] 
1Ü002C31] 
1G002C30] 
1G002C29] 
1G002C281 
1G002C27] 
1G002C26] 
lG002Ce5] 
1G002C24] 
1G002C23] 
1G002C22] 
iGooacan 
1G002C20] 
1G0Ü2C1-9] 
IGOOStie] 
1G002C173 
1G002C16: 
lG002tl5: 
1G002C14] 
1G002C13] 
1G002C12] 
icooscin 

.107143 

.023750 

.071423 

.017500 

.035714 

.000000 

.000000 
1.00000 
.950000 
.943150 
.860000 
.897484 
.830000 
.843430 
.800000 
.738117 
,750000 
.608574 
.700000 
.477167 
.650000 
.356477 
.600000 
.256291 
.550000 
.172414 
.500000 
.097356 
.450000 
.032618 

.400000 
-.009319 
.350000 
-.04M93 
.300000 

-.066635 
.150000 
.000000 
.000000 
1.00000 

'    .950000 
i .900471 
•■    .860000 
■ .819099 
• ,830000 
' .741762 

i .800000 
■• .692670 
> .750000 
■ .623403 
■■ .700000 

: .527S36 
= .650000 
•■ .470074 
i .600000 
= .418964 
= .550000 
= .358440 
= .500000 
= .342972 
: .450000 
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1G0OSC103 - .315400 
1G00S[9] ■ « .400000 
1G002C81 = .2?2360 
1G002C7] = ■ .350000 
1G002C6] -- • .244116 
iGooatsi > -■    .300000 
1G002C43 « = .137189 
1G002C3] ' • .150000 
1G002C2] » • .000000 
iGooam • ■ .000000 
1G00H32] ■ 1.00000 
1G001C31J = .950000 
1G001C30] ■ .944700 
1G001C293 • .860000 
1G001C28] - .898618 
IG001C27] * .830000 
1G001C26J - .838710 
1G001C25J ■ .800000 
1GO0U243 » .738249 
IG001C23J ■ .750000 
lG001t223 - .610133 
IG001C21) '    .700000 
1G00U201 » .483871 
1G001C19J - .650000 
1G001C181 • •Joöoo^ 
1G00U173 . .600000 
iGOOlClfi) - .267281 
IGOOUISI - .550000 
1G00U14) - .188018 
1G001C13] . .500000 
iGooiciai « .117001 
IGOOUUJ - .450000 
IGOOltlO) - .0M751 
1G001C9J > ' .«.'OOOOO. 
1G0OU81 ■ > .022119 
1G00U7} • ' .350000 
1G001C6J ■ > -.012903 
1G001C5] ■ .300000 
1G001C43 • -.041474 
IG001C33 > .150000 
1G001C21 • > .oonooo 
1G001C1) » « .000000 
U001 - .090000 
L001 - .050000 
1C000 = . 200000 
IC063 - . 809315 
JC062 » 1 .00000 
1C061 - . 350000 
IC060 = 1 .00000 
1C058 = 1 .00000 
1C057 = . 38115C 
1C056 = . 381150 
1C055 ■ . 226500 
1C053 • . 226500 
1C052 = . 098133 
1C051 ■ . 333333 
1C050 - . 700000 
1C048 = 1 .00000 
1C047 = . 999999 
1C046 = . 999999 
1C045 - . 791459 
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■IC043 « 1.00000 
»0042 = .14E857 
1C041  = .100267 
ICO'10 = .463300 
1C033 = 1.00000 
1C037 = 1.00000 
1C036 = 1.00000 
1C035 = .100000 
1C033 = 1.00000 
1C032 = .710473 
1C031  = .105027 
ICO30  = .099999 
icoee =   i.ooooo 
ICO27 = .333333 
1C026 = 1.00000 
1C025 = .301630 
1C023 = .152400 
1C0E2 = .120000 
1C021 = .200000 
1C020 - .166667 
1C013 = .080000 
1C017 = .095287 
ICO 16 = .403253 
ICO 15 = .346000 
iC013 = .242200 
1C012 = .500000 
1C011 = .514502 
ICO 10 = .113250 
1C008 =    .142357 
ICO07 =    .398933 
ICO06 =    .766429 
1C005 =    .950000 
tC004 =    .100000 
1C003 =    .997333 
1C002 =    .020000 
1C001 =    .775000 
tAAV018 =    .899997«10«" 07 
t(WV017 =    .899997*10*« 07 
tAAV012 = 54.7722 
tAAV007 ■    .224999«10«« 07 
P4N =    4.2S146 
DEROOS = -5000.00 
DCR004 =    999.999 
HECS =    500.000 
UF =    1.23440 
DUF =    .320000 
DER003 =    470.463 
(WV020 = 470.463 
AAV019 =    697.573 
DH43 = 7.44793 
hC = 7999.99 
DH4 =    87.6352 
AAV018 =    .212226*10«« 07 
AAV017 =    .313333*10«« 07 
T5 =    1456.80 
DENT =    1.22474 
AftV016 =    .224734 
AAV015 =    1.02556 
AAV014 =    .219135 
DER002 = -6211.51   . 
HCLP - 67.4484 
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flfiVOlS " 3693.80 
flAVOia = ,'42.2397 
AAVOU = i 28.8350 
T4 = 1784. 19 
«AVOIO -1 936.370 
AAV009 ■' 1 .22206 
AAV008 - . 990000 
P4 = 128.) 02 
DH3 - 80.) 872 
AAV007 " 718793. 
MCF6 = 28, 3600 
AAV006 - 65.3000 
T3 = 847.818 
flAV005 ■ - 293440 
(MV004 ■ 927000 
UCF3 ■ 27 4600 
AAV003 • 66.2000 
P3 = 134.844 
AAV002 ■ -, 773200 
AAV001 • S.28000 
DER001 - 1.00000 
F9tl63 - . 250000 
F9C153 - . 232800 
F9C14] • , 214600 
F9C131 - 194600 
F9tl23 - . 173100 
F9C113 - 161700 
F9I103 - . 149900 
F9193 ■ . 125800 
F9C83 - . 111600 
F9C73 - .097600 
F9t63 • .083100 
F9C93 - .068100 
F9C43 - .052200 
F9C33 - .035700 
F9C23 - .018300 
F9tn - .009100 
DMP4P2C163 - 9.78100 
DMP4P2C15J - 5.14600 
DMP4P2C14J - 3.99500 
DMP4P2C133 - 3.32900 
DMP4P2tl23 n 2.84300 
DMP4P2C113 - 2.59900 
DMP4P2tl03 « 2.41600 
niP4P2C93 > • 2.06200 
DMP4P2[83 • ' 1.90300 
DI1P4P2C73 • ■ 1.75400 
DI1P4P2I63 • • 1.61700 
DMP.4P2r53 ' > 1.48800 
IH1P4P2C43 < • 1.36300 
DMP4P2t33 • • 1.23600 
DMP4P2[23 " ' 1.11700 
DMP4P2C13 ' > 1.06100 
F8C163 - i »8.9000 
F8tl53 •= i »8.8800 
F8C143 - i »8.8200 
F8C133 * i »8.7100 
F8tl2] - i »8.5200 
F8C113 ■ i »8.3900 . 
F8I103 « c !S. 1800 
F8C93 = Z '.5000 
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F8C83 » 
rec?] ■ 
F8t6] = 
FSCb] = 
F8C4] = 
F8[33 = 
F8C2] = 
F8Cn = 
DMP4tl6J 
IinP4C15] 
DMP4C14] 
DMP4C13] 
DMP4C12] 
DMP4tllJ 
DttP4C10] 
DMP4C9] 
DMP4C8] 
DMP4[7] 
DMP4C6] 
rMP4C5J 
DMP4C4] 
DMP4C3] 
DMP4Ca] 
DMP4Cn 
F7C16J = 
F7C15] = 
F7C14] = 
F7C13] = 
F7C123 ■ 
F?cin • 
F7C10:,» 
F7C9] = 
F7C8J = 
F7C7: = 
F7C63 = 
F7t5] = 
F7C4] = 
F7C3] = 
F7Ce] = 
F7C1] = 
DMWCFeClfeJ 
DMUCF6C15] 
DMUCF6CJ4] 
rMUCF6C13] 
DMHCF6C18J 
DMucFecin 
DMUCF6C10 3 
Dt1UCFe.[9] 
DI1UCF6C8] 
DMIJCF6C7] 
DMUCF6C6] 
DMUCF6C5] 
DMUCF6C4] 
DMUCF6C33 
DMUCF6C2] 
DMUCFfetU 
F5C16] = - 
F5tl5] 

27.0000 
26.3000 
£5.4000 
£4.0000 
22.2000 
19.6000 
15.4000 
11.3000 
= 300.000 
= £00.000 
= 100.000 
= 30.0000 
= £5.0000 
= £0.0000 
=  15.0000 

= 14.0000 
=  1£.0000 
■ 10.0000 
= 8.00000 
= 7.00000 
■ 5.00000 
• 4.00000 
= 3.00000 
■ 2.00000 

.990000 

.990000 

.990000 

.990000 

.934000 

.966600 
■■    .935000 
.924000 
.9'iöC00 
.8670.30 
.820000 
.790000 
.707000 
.65000C 
.570000 
.460000 

= 30.2000 
= 30.0000 
= 29.5000 
■ 29.0000 
■ 28.0000 
= £7.0000 
■ 26.0000 

25.0000 
24.0000 
£2.0000 
20.0000 
15.0000 
10.0000 

■■    5.00000 
■■    3.00000 
i .000000 
700000 

-.530000 
F5C14J = -.340000 
F5C133 
F5C123 

= -.312000 
- -.283000 
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FStlll ■ -.E61000 
F5C10] = -.£43000 
F5C91 
F5C8] 
F5t7] 
rscei 
F5C51 
F5C4J 
F5t31 
F5C2] 
F5C11 
DniJCF3C16] 
DMUCF3C15] 
DMUCF3C14] 
DMUCF3C13] 
DmCF3Cl£] 
DMUCFSCUI 
DMWCF3C10 3 
DMWCF3C9] 
DMWCF3t8] 
DMUCF3C71 
DMUCF3C6] 
DMWCF3C53 
Dt1WCF3t4] 
BMWCFStSJ 
umcFsca: 
DMUCF3C1] 
Fat 16J - 
rat isJ - 
F2C14J - 
racial - 
racial - 
raciu - 
racioi - 
racsi ■ - 
racei • 
rac?! - 
racei - 
racsi « 
rac4i ■ 
racsi • 
ratal • 
Facn ■ 
rfetisi * 
recisi ■ 
reti4i » 
ret 131 - 
reciai - 
retin ■ 
ret loi ■ 
ret9i • 
retei • 
ret7i - 
retei " 
F615] 
F6t41 
retsi 
retai 
ret ii 
F4tl61 

-.230000 
-.218000 
-.197000 
-.182000 
-.142000 
-.100000 
-.550000 
-.340000 
.000000 

30.0000 
29.5000 
29.0000 
28.0000 
27.0000 
26.0000 
as.oooo 

24.0000 
83.0000 
22.0000 
21.0000 
20.0000 
19.0000 
10.0000 
5.00000 
.000000 

-4.00000 
-3.25000 
-a.50000 
-1.00000 
-.980000 
-.340000 
-.190000 
-.080000 
.000000 
.050000 
.080000 
.090000 
.115000 
.115000 
.070000 
.000000 

107.300 
101.200 
96.3000 
90.5000 
79.2000 
65.3000 

i    51.2000 
38.2500 
27.5000 
18.5000 
10.5000 
3.50000 

-1.00000 
-9.00000 
-7.15000 

.000000 
•    1.48700 

; 

MtlSJ -    1.33900 
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F4I14J = 
r4[133 = 
F4tl2: = 
F4C11] = 
F4C103 = 
F4[9] = 
F4C3] = 
F4C7] = 
F4C6} = 
F4C5] = 
F4C4] = 
F4C3] = 
F4[e] = 
F4C1] = 
F3C16] = 
F3C15] = 
F3C14: = 
F3C13] = 
F3C12] = 
F3C11] " 
F3n0] = 
F3C9] = 
F3C8] = 
F3C73 = 
F3C6] = 
F3[5] = 
F3C4] = 
F3C3] = 
F3C2] = 
F3C1] = 
DUMNCie} 
DÜMNCIS] 
DUt1HC14] 
BUMNC13] 

DUMM!113 
RIMNCIOI 
DUMNC93 
DUMMC83 
DUMNC7] 
DUHNC6] 
DUmC53 
DUMNC4] 
DUMN[31 

miMNtn 
FK16] = 
F1C15) = 
F1C14] = 
F1C133 = 
FltlS] = 
FICin = 
F1C10] = 
Flt9] = 
F1C8J = 
F1C7] = 
FIC63 = 
Fli5] = 
F1C43 - 
F1C3] = 
Fltg] - 

1.E1800 
1.10300 
1.03000 
,92?000 
.784000 

.699000 

.683000 

.533000 

.510000 

.469000 

.405000 

.363000 

.£04000 

.000000 
108.500 
102.500 
97.5000 
90.9999 
80.0999 
66.2000 
52.5000 

40.0000 
29.0000 
20.4000 
12.7000 
6.70000 
2.40000 
-1.40000 
-4.50000 
.000000 
■ 9499.99 
= 6599.99 
• 6299.99 
= 7999.99 
= 7499.99 
= 6999.99 
■ 6499.99 

■ 6000.00 
= 5500.00 
= 5000.00 
= 4500.00 
= 4000.00 
= 3500.00 
■ 3000.00 
= 1500.00 
= .000000 

10.0000 
9.16000 
8.23000 
7.33000 
6.46000 
5.28000 
3.76000 

2.93000 
2.39000 
2.03000 
1.74000 
1.54000 
1.34000 
1.20000 
.970000 
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run -   i.ooooo 
NE =    999.999 
HEI «    999.999 
Y =    1.00000 
CON ■    1.00000 
GO s    .000000 
tNECS =    9999.99 
tUF »    6.00000 
1DUF =    10.0000 
tAAVOSO *    80931.4 
tAftV019 ■    60000.0 
TIIH43 a    300.000 
tNC "    9999.99 
tDH4 -    300.000 
tTS •    3000.00 
tDEMT *    3.00000 
tAWOlS >    .294400 
tAAVOlS •    1.17760 
tAAVOM »    .850000 
«ICLP -    200.000 
t«MV013 •    8669.99 
tAAVOU -    88.9000 
tT4 -   3000.00 
tMWOlO •    21314.8 
tMW009 -    9.94000 
tMVOOe *    .990000 
tP4 "   300.000 
tWO ■   300.000 
tUCF6 -    140.000 
tMVOOfi -    107.300 
tT3 -    1500.00 
tAAVOOS >    .700000 
tMV004 ■    1.48700 
tUCF3 •    140.000 
tMW003 *    108.500 
tP3 >   300.000 
tMVOOS •    4.00000 
tAflVOOl -    10.0000 
tME -    9999.99 
tNEI ■   9999.99 
tN -   9999.99 
tUC ■   800.000 
tTIME >    50.0000 
KH >    2.00000 
Kl >    1.20000 
NCDM ■    .000000 
UFO -    .914400 
NCD ■   7999.99 
1P000 ■ -.200000 
1P063 ■ -.004704 
1F007 -    .997751 
N •    .000000 
TIME -    10.0000 
tP4N >    10.0000 
UC >    93.6600 
BETA >    1.00000 

4. 
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TYPICAL FUNCTION DIRECTORY 

nVFG DIRECTORY FILE • JGSflDl 

FUNCTION   LOG.       MVFG      MVFG    OUTPUT    FCT. '"FUNCTION—VARIABLE VARIABLE 
NAME        UNIT    MODULE    MODE      HOLE      NO.       VARIABLE—NAME SCALE FACTORt 

P3R 

F-f 

F5 

F6 

F7 

F8 

F9 8 

^Ma>'^iwraM<i»aw«B 

OUTPUT 
1 
B 
3 

AAV001 
UC 
N 

.925199S90E+01 

.199999969E+03 

.999999609E+04 

.O0OOO0O00E+OO 

OUTPUT 
1 

3 

AAVOOS 
N 

.148699999E+01 

.999999609E+04 

.oooooooooE+oa 

.OOOOOOOOOE+OO 

OUTPUT 
I 
8 
3 

AAV003 
UCF6 

.70000004SE+00 

.139999939E+03 

.O0O00CO00E+00 

.000000000E+00 

OUTPUT 
1 
e 
3 

AAV004 
N 

.107e99973E*03 

.999999609E+04 

.OOOOOOOOOE+00 

.OOOOOOOOOE+00 

OUTPUT 
1 
2 
3 

AAV006 
84 

• 

.990000010E+00 

.2999999-3-3E+0y 

.000O00000E+OO 

.O0OO0O000E+O0 

OUTPUT 
1 
2 
3 

AAV009 
P4N 

.28899990JE+02 

.999999!rC9E+01 

.OOOOOOOOOE+OO 

.0000O0000E+0O 

OUTPUT 
1 
2 
3 

AAV012 
P4N 

.250000000E+00 

.999999S09E+01 

.OOOOOOOOOE+OO 

.OOOOOOOOOE+OO 

:* 
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USER HAUE - TYPICAL  FUNCTION DATA FOR  D3R  (WC,N) 

hJNCTIDM 
VARIABLE 

I 
2 

NAME 

P3R 

UC 
N 

UM ITS MAXIMUM VALUE MD.   EPTS 

.1000000CIOE+02 

.2000000CI0E+03 55 

.1000000CIOE+05 5 

M            MC P3R INDE 

.50000E+04    .30000E+02 ,4S530E+01 li li 
.35000E+02 .48530E+01 2» li 
.4000ÜE+02 .4853CfE+0I 3. li 

. .45000E+02 .4S530E»-01 4i li 
.50000E+02 .48530E+01 5> 1« 
.55000E+02 .4S530E+01 6,   1» 
.60000E+02 .4853ÜE+Ü1 7. li 
.65000E+02 • .48530E+01 8* li 
.70000E+02 .48530E+01 9. li 
.75000F+02 .48530E+01 10f li 
.80000E+02 .48530E+01 11» li 
.eiOOOE+02 .48530E+01 12» li 
.82000E+02 .4S50ÜE+01 13, 1. 
.83000E+02 .48460E+01 14. 1> 
.84000E+02 .48400E+01 15» 1» 
.85000E+D2 .48310E+01 16» li 
.86000E+02 .4S220E+01 17. li 
.87000E+02 .47980E+01 18, 1, 
.88000E+02 .47S60E+01 19, 1, 
.89000E+IJ2 .46S00E-101 20, 1, 
.90000E+02 .45940E+01 21» 1, 
.91000E+02 .44640E+01 22, li 
.92000E+02 .42610E+01 23, l» 
.93000E+02 .39080E+01 24, 1, 
.94000E+02 .27180E+01 25, 1, 
,95000E+ü2 .13610E+01 26, 1, 
.96000E+02 .lOOOOE+Ol 27» 1, 
.97000E+02 .lOOOOE+01 28, 1, 
.98000E+02 .10000E+01 29, 1, 
.99000E+02 .100O0E+U1 30, 1» 
.100G0E+03 .I0000E+01 31» li 
.I0100E+03 .lOOOOE+01 32, 1, 
.I0200E+03 .lOOOOE+01 33, 1, 
.10300E+03 .lOOOOE+01 54; 1, 
.10400E+03 .lOOOOE+01 35, 1. 
.10500E+03 .lOOOOE+01 36, I» 
.10600E-t-03 .10000E+01 37, 1» 
.10700E+Ü3 .lOOOOE+01 38, 1» 
.10800E+03 .lOOOOE+01 39, 1» 
.10900E+03 .lOOOOE+01 40, 1» 
.UftOOE+03 .lOOOOE+01 41» 1, 
,III00E*03 .lOOOOE+01 42, 1» 
.n2O0E+03 .lOOOOE+01 43, li 
.11300E+03 .lOOOOE+01 44, 1» 
.11400E+03 .lOOOOE+01 45, 1, 
.11S00E+03 .lOOOOE+01 46, 1. 
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.11600E+03 .10000E+01 47 

.n700E+03 .10000E+01 43 

.lieOOE+03 .10000E+01 49 

.11900E+03 .lOOOOE+Ol 50 

.12000E+03 .10000E+01 51 

.12100E+03 .10000E+01 52 

.ieeooE+03 .10000E+0t 53 

.12300E+03 .1000CfE+01 54 

.12400E+03 .10ÜOOE+01 55 
.70000E+04 .30000E+02 .53320E+01 1 >   2. 

.35000E+02 .53920E+01 2 ■   2. 

.40000E+02 .53920E+01 3 .   2> 

.45000E+02 .53920E+01 4 2i 

.50000E+02 .53920E+01 5 i   2i 
.55000E+02 .53920E+01 6 .   2. 
.60000E+02 .5392ÜE+01 7 •   2> 
.65000E+02 .53920E+0I 8 >  2i 
.70000E+02 .53920E+01 9 .   2. 
.75000E+02 .53920E+01 10 .  2. 
.80000E+02 .53920E+01 11 2. 
.81000E+02 .53920E+01 12 2. 
.82000E+02 .53SS0E+01 13 S. 
.83000E+02 .53S40E+01 14 2i 
.84000E+02 .53730E+01 15 2» 
.85000E+02~ .53680E+01 16 2» 
.e6000F.+02 .53580E+01 17 2. 
.87000E+02 .53320E+01 18 8i 
.88000E+02 .52340E+01 19 >  2i 
.89000E+02 .52000E+01 20 2. 
.90000E+02 .51040E+01 21 2. 
.91000E+02 .49600E+01 22 2» 
.92000E+02 .47340E+01 23 2. 
.93000E+02 .43420E+01 24 2. 

"   .94000E+02 .30200E+01 25 2> 
.950fiCE:02 .15120E+01 26 2. 
.96000E«-02 .10000E+01 27 2> 
.97000E+02 .10000E+01 28 2. 
.98000E+02 .10000E+01 29 2> 
.99000E+02 .10000E+01 30 2. 
.1000ÜE+C3 .10000E+01 31 2i 
.10100E+)3 .10000E+01 32i 2. 
.10200E+03 .10000E+01 33 2. 
.10300E+03 .10000E+01 34. 2. 
.10400E+03 .1OÜ00E+01 35^ 2. 
.10500E+03 .10000E+01 36) 2. 
.10600E+03 .10000E+01 37! 2. 
. 10700E+03 .10000E+01 33J 2. 
.10800E+03 .10000E+01 39. 2> 
.10900E+03 .10000E+O1 401 2i 
.11000E+03 .10000E+01 41- 2. 
.1110nE+03 .10000E+01 42. 2. 
.11200E+03 .10000E+01 43. 2> 
.11300E+03 .1G000E+01 44) 2f 
.11400E+03 .10000E+01 45« 2« 
.11500E+03 .10000E+01 46. 2, 
.n600E+03 .10000E+01 47. 2. 
.11700E+03 .10000E+01 48. 2. 
.H800E+03 .10000E+01 49. 2. 
.11900E+03 .10000E+01 50. 2. 
.12000E+03 .10000E+01 51. 2i 
.12100E+03 .10000E+01 52. 2. 
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.12eOOE+03 .lOOOOE+Ol 53 >  2» 

.12300E+03 .10000E+01 54 .   2i 

.12400E+03 .lOOOOE+Ol 55 .   2. 
.75000E+04 .30000E+02 .65720E+01 1 i   3» 

.35000E+02 .65720E+01 2 ,   3P 

.40000E+02 .65720E+01 3 I   3> 

.45000E+02 .65720E+01 4 i  3i 

.5bOOOE+02 .65720E+01 5 >   3. 

.55000E+02 .65720E+01 6 .   3. 

.60000E+02 .65720E+01 7 i   3i 

.65000E+02 .65720E+01 S i   3. 

.70000E+02 .65720E+01 9 i   3i 

.75000E+02 .65720E+01 10 .  3. 

.80000E+02 .65720E+01 11 •   3. 

.81000E+02 .65720E+01 12 *   3i 

.82000E+02 .65720E+01 13 .   3, 

.83000E+02 .65720E+01 14 >   3, 

.84000E+02 .65720E+01 15 3» 
- .85000E+02 .65720E+01 16 3i 

.86000E+02 .65720E+01 17 3. 

.87000E+02 .65720E+01 13 3i 

.88000E+02 .65720E+01 19 3. 

.89000E+02 .65720E+01 20 3> 

.90000E+02 .65720E+01 21 '  3« 

.9iOOOE+02 .65720E+01 22 3i 

.92000E+02 .65720E+01 23 3i 

.93000r+02 .65780E+01 24 3f 

.94000E+02 .65720E+01 25 3i 

.95000E+02 .65720E+01 26 3i 

.96000E+02 .656S0E+01 27 3> 

.97000E+02 .65640E+01 28 3i 

.98000E+02 .65580E+01 29 3. 

.99000E+02 .65540E+01 30 3. 
'   .10ftOOE+03 .65480E+01 31 3i 

.10100E+03 .65380E+01 32 3i 

.10200E+03 .65100E+01 33 3* 

.10300E+03 .64620E+01 34 3. 

.I0400E+03 .63860E+01 35 3i 

.10500E+03 .62760E+01 36 3i 

.10600E+03 .61300E+01 37- 3. 

.16700E+03 .5898ÜE+01 38( r   3l 

.10800E+03 .54920E+01 39. 3. 

.10900E+03 .41000E+01 401 3i 

.11000E+03 .26000E+01 411 3. 

.1U00E+03 .26000E+01 42. 3f 

.11200E+03 .26000E+01 43. 3» 

.n300E+03 .26000E+01 44. 3. 

.11400E+03 .26000E+01 45. 3. 

.11500E+03 .26000E+01 46. 3i 

.11600E-f03 .26000E+01 47. 3> 

.11700E+03 .26000E+01 48. 3) 

.11800E+03 .26000E+01 49. 3. 

.11900E+03 .26000E+01 50. 3i 

.12000E+03 .26000E+01 51. 3« 

.12100E+03 .26000E+01 52. 3. 

.12200E+03 .26000E+01 53. 3. 

.12300E+03 .26000E+01 54, 3. 

.12400E+03 .26000E+ni 55. 3. 
,80000E+04 .30000E+02 .74420E+01 li 4i 

,35000E+02 .74420E+01 2. 4i 
.40000E+02 .74420E+01 3. 4, 
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.45000E+02 .74420E+01      4»  4i 

.50000E+02 .74420E+01      5.   4. 

.55000E+02 .7442CE+ÜI       6i   4i 

.60000E+0£ .74420E+01       ?t   4i 

.65000E+02 .74420E+01       3J   4. 

.70000E+02 .74420E+01       9»   4i 

.P5000E+02 .7442OE+01     10.   4. 

.80000E+02 .74420E+01     11»   4. 

.81000E+02 .74420E+01     12»   4. 

.82000E+02 .74420E+01     13»   4» 

.83000E+02 .74420E+01     14.   4. 

.84000E+02 .74420E+01     15,   4. 

.85000E+02 .74420E+01     16.   4. 

.86000E+02 .74420E+01     17»   4, 

.8?000E+0£ .74420E+01     18.   4. 

.88000E+02 .74420E+01     19»   4. 

.89000L+02 .74420E+01    £0.   4. 

.90000E+02 .74420E+01     £1,   4, 

.91000E+02 .74420E+01    22.   4, 

.92000E+02 .74420E+01     23,   4. 

.93000E+02 .74420E+01    £4.   4. 

.94000E+02 .74420E+01     £5.   4. 

.95000E+02 .74420E+01    26.  4. 

.96000E+02 .74420E+01    £7.  4. 

.97000E+02 .74420E+01     28,   4. 

.98000E+02 .74420E+01    £9»   4i 

.99000E+02 .74420E+01    30,   4. 

.10000E+03 .74420E+01    31,   4. 

.10100E+03 .74420E+01    32.   4. 

.10200E+03 .74420E+01    33,  4. 

.10300E+03 .74420E+01     34,   4. 

.10400E+03 .74420E+01     35,   4. 

.10500E+03 .74420E+0I     36,   4. 

.10600E+03 .74420E+01     37,   4. 

.10700E+03 -.74380E+01     38.   4, 

.10S00E+03 .74340E+01     39»   4. 

.10900E+03    • .74280E+01    40.  4f 

.lluOOE+03 '.74240E+01     41.   4. 

.11100E+03 .74200E+01     42»   4. 

.n200E+03 .74080E+01     43,   4. 

.11300E+03 .73780E+01     44.   4. 

.11400E+03 .73260E+01     45.   4, 

.11500E+03 .72460E+01     46»  4» 

.11600E+03 .71320E+01     47,   4, 

.11700E+03 .69S00E+01    48,  4, 

.11800E+03 .67420E+01     49»   4, 

.11900E+03 .6&330E+01    50,  4, 

.12000E+03 .48000E+01    51,   4, 

.12100E+03 .48000E+01    52,   4, 

.12200E+03 .48000E+01     53,   4, 

.i2300E+03 .48000E+01     54.   4, 

. 1£40I:IE+03 .48000E+01    55.   4, 

.86Ü00E+04           .3000fJE+02 .81860E+01       1»   5, 

.35000E+02 .S1S60E+01       2,   5, 

.40000E+02 .S1S60E+01       3,   5, 

.45000E+02 .81860E+01       4,   5. 

.50000E+02 .S1S60E+01      5.   5, 

.55000E+02 .81860E+01      6,   5, 

.60000E+02 .81860E+01      7.   5, 

.65000E+02 .81360E+01      8.   5, 

.70000E+02 .81860E+0I       9,   5. 
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END OF FTJMCTION TABLE 

.75000E+02 .818€.0E+01 10»  5, 

.800nüE+02 .81S60E+01 Hi   5» 

.8100ÜE+02 .81S60E+01 12.   5. 

.e£000E+02 .81S60E+01 13«   5. 

.83000E+02 .81SC.0E+01 14.   5. 

.84000E+02 .S1S60E+01 IS.   5. 

.85000E+02 .81S60E+01 16.   5. 

.86000E+02 .81S60E+01 . 17.   5. 

.87000E+02 .81SeOE+01 18.  5. 
.88000E+02 .81360E+01 19.   5. 
.89000E+02 .81860E+01 20.   5. 
.90000E+02 .81S60E+01 21.   5. 
.91000E+02 .81860E+01 22.   5. 
.92000E+02 .81860E+01 23,   5. 
.93000E+02 .81860E+01 24.   S. 
.94000E+02 .81860E+01 25.   5. 
.95000E+02 .81860E+01 26.  5. 
.96000E+02 .81860E+01 27i  5. 
.97000E+02 .S186ÖE+01 g8f   5. 
.98000E+02 .8IS60E+01 29.  5. 
.99000E+02 .81860E+01 301   Si 
.10CÖ0E+03 .81S60E+01 31,   Si 
.10100E403 .31860E+01 32,  5. 
.10200E+03 .81860E+01 33,  5, 
.10300E+03 .81860E+01 34,  5, 
.10400E+03 .31860E+01 35,  5, 
.10500E+03 .8I86OE1-OI 36,   5, 
.10600E+03 .81S60E+01 37,   5, 
.10700E+03 .81820E+01 38.   Si 
.10800E+03 .81770E+01 39,  5, 
.10900E+03 .81710E+01 40,  5, 
.11000E+03 .81660E+01 41,  S, 
.1U00E+03 .81620E+01 42,   5, 
.11200E+03 .81490E+01 43i   5, 
.11300E+03 -.81160E+01 44,   S, 
.11400E+03 .30590E+01 45.   5. 
.11S00E-K)3    • .?9710E+0l 46,   5, 
.1KJ0E-H33 ".78450E+01 47,   5, 
.11700E+03 .76780E+01 48,   5, 
.11800E+03 .71460E+01 49,   5, 
.11900E+03 .69170E+01 50,   5. 
.120O0E+03 •sesooE+oi 51,   5, 
,12100E+03 .52800E+01 52,   5, 
.12200E+03 .52800E+01 53,   5, 
. 12300E-f03 .52800E+01 54,  Si 
.12400E+03 .52800E+01 55,  Si 
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TYPICAL  FUNCTION DATA FOR F4(N) 

USER MAME - 

FUNCTIGN 
VARIABLE 

I 

NAME 

F4 

M 

UNITS MAXIMUM VALUE    MD.   BPTS 

.eoooooooocm 

.lOOOCiOOOOE+05 16 

F4 INDEX 

END OF FUNCTION TABLE 

    
.OOOOOE+00 .OOOOOE+OO li 
.15000E+04 .20400E+00 2> 
.30000E+04 .36300E+00 3, 
.350OOE+O4 .40500ETOO 4» 
.40000E+04 .46900E+00 5. 
.45000E+04 .SIOOOE+OO &• 
.5aOOOE+04 .53300E+00 7. 
.55000E+04 .623ÜOE+00 8i 
.60000E+04 .69900E+00 9. 
.65OO0E+O4 .78400E+00 10» 
.70000E+04 .92700E+00 ill 
.75000E+04 .10300E+01 12. 
.eOOOOE+04 .11030E+01 13, 
.83000E+04 .121SOE+01 14, 
.86000E+04 .13390E+01 I5i 
.950O0E+O4 .14870E+01 16, 
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TYPICAL FUNCTION DATA FOR F5   (WCF6) 

USER NAME - 

I FUNCTION F5 
VARIABLE 

1       UCF6 

NAME ■     UNITS    MAXIMUM VALUE ND. EPTS 

.10000000000 i 

.400000000E+02    16 

N 

I 

* 

END OF FUNCT1DN TABLE 

WCF6 F5 INDEX 

.OOOOOE+OO .00000E+00 Ii 

.30000E+01 -.34000E+00 2i 

.50000E+01 -.55000E+00 3. 
,10000E+02 -.10000E+00 4f 

.15000E+02 -.14200E+00 5. 

.80000E+0E -.18200E+00 6f 

.22000E+02 -.19700E+n0 7, 

.24000E-t-02 -.21S00E+00 3« 

.25Ö00E+02 -.S3000E+00 9. 

.26000E+02 -.24300E+00 IOI 

.E7000E+02 -.26100E+00 11. 

.28000E+02 -.28300E+ÖC 12. 

.E9000E+02 -.31200E+00 13. 

.29500E+02 -.34000E+00 14. 

.30000E+02 -.53000E+00 15. 

.30200E+02 -.70000E+00 16. 
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TYPICAL FUNCTION DATA FOR F6  (N) 

USER NAME: 

NAME 

FUNCTION F6 
VARIABLE 

1       M 

UNITS     MAXIMUM VALUE NO. BPTS 

.200000000E+03 

.100000000E+05    16 

►* 

I 

END OF FUNCTION TABLE 

F6 

90 

INDEX 

.00000E+00 .OOOOOE+00 It 

.15000E+04 -.^ISOOE+Ol 2. 

.30000E+04 -.50000E+01 3. 

.35000E+04 -.i0000E+Ol 4. 

.40000E+04 .35000E+01 b. 

.45000E+04 .10500E+Ü2 6f 

.50000E+04 .18500E+02 7. 

.55000E+04 .27500E+05 8i 

.60000E+04 .3e£50E+Ci2 y. 

.65000E+04 .51200E+02 n. 

.70000E+04 .65300E+02 iii 

.75000E+04 .7920CIE+Ü2 IcS 

.80000E+04 .90500E+02 13. 

.83000E+04 .%30ÖE+02 14. 

.86000E+04 .10120E+03 lb. 

.95000E+04 .10730E+03 16. 
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TYPICAL FUNCTION DATA FOR F7 (P4) 

USER NAME - 

FUNCTION 
VARIABLE 

I 

NAME 

F7 

P4 

UNITS MAXIMUM VALUE MD. EPTS 

.IO000000OL+01 

.400000000E+03    16 

P4 F? INDEX 

END OF FUNCTION TABLE 

.eooooE+oi .46000E+00 It 

.30000E+01 ^000E+00 2» 

.40000E+01 .65000E+00 3i 

.50000E+01 .70?00E+00 4i 

.70000E+01 .79000E+00 5. 

.80n00E+Cl .e£0ri0E+00 6, 

.10000E+02 .S6700E+00 7, 

.1S000E+02 .900f)OE+CiO 3t 

.I4000E+Ü2 .924CI0E+0O 9t 

.15000E+0e .93500E+00 10, 
,200CiOE+0£ .96660E+00 11, 
.85000E+Oe .9S400E+00 12* 
.30000E+02 .990Ü0E+00 13. 
.50000E+02 .99Ü00E+00 14» 
.10000E+03 .990CIOE+00 15» 
.30000E+03 .99Ü00E+00 16* 
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TYPICAL FUNCTION DATA FOR F8  (P4N) 

USER NAME - 

FUNCTION 
VARIftELE 

1 

NAME 

F8 

P4N 

UNITS MAXIMUM VALUE    NO.   BPTS 

.400000000E+02 

.10ÜOOOOOOE+02 16 

END OF FUNCTION TABLE 

P4N F8 INDEX 

.10613E+01 .11300E+02 1» 

.ni74E+01 . 15400E+Cie 2» 

.12363E+01 .19600E+02 3i 

.13629E+C1 .2e£00E+02 4» 

.148S3E+01 .24000E+02 5i 

.1617£E+01 .25400E+02 6. 

.17536E+01 .2630CIE+02 7i 

.19029E+01 .e7Ü00E+02 S. 

.80625E+01 .27500E+02 9f 

.24159E+01 .281S0E+02 10. 

.25988E+01 .88390E+02 11» 

.28428E+01 .2S520E+02 ie» 

.3328SE+0i .2871CiE+Ci£ 13. 

.39946E+01 .28820E+02 14. 

.51459E+01 .28S80E+Ü2 15. 

.97810E+01 .28900E+02 16. 

r 
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1 
TYPICAL FUNCTION DATA FOR  F9   (P4N) 

USER NAME 

FUNCTIGN 
VARIABLE 

1 

NAME      UNITS     MAXIMUM VALUE ND. BPTS 

f9 • .399999976E+00 

P4N .100000000E+02    16 

P4N F9 INDEX 

END CF FUtiCTlGH TABLE 

.106I3E+01 .91000E-02 t» 
,11174E+01 .18300E-01 2» 
.12a5,3F*01 .35?00E-01 3. 
.13S?9E*01 .seeooE-oi 4f 
.14883E+01 .68100E-01 5. 
.16172E+01 .83100E-01 6i 
.17536E+01 .97600E-01 7* 
.19029E+01 .11160E-f00 8> 
.20625E+01 . 12530E+CIO 9. 
.S4159E+01 .14990E+00 10» 
.25938E+01 .I6170E+00 tli 
.28428E+01 .17310E+00 12» 
.33288E+01 .19460E+00 13i 
.39946E+01 .21460E+00 14» 
.51459E+01 .23£S0E+0a 15J 
.97eiOE+01 .25000E+00 16* 
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[ COPY 
TYPICAL TRUNKING WHEN MVFG  FUNCTIONS ARE REQUIRED 

ANALOG I' A T C H    VIA    in    V 2 0 

AHALDü 3 3 CllCtCCIH,-; VIA  IS: BIßlRECTIDMAL 
MVFG CUNNECTDR V£0  IS TRAHSMITTIHG 

VIA FUHCTIDtfi'iL DESCRIPTION V20 FUHCTIDIIAL DESßRIPTION 

T310  V1A0 
T311  V1A1 
T31£ V1A£ 
T313 V1A3 
T314 V1H4 

1315 •* V1A5 
T316 V1A6 
T31;?   N/IO4  V1A7 

;- wo«/!«.   :::::::;;- 
T332   P473,00  VIAA 
T333   W10  V1AE 
T334   WC/200  viAC 

T335   M/104 ~ ' V1AI1 

•f336 V1AE 
T337 V1AF 

- - - - - vaoo - - NOT USED 
- - - - - V£01 - - HOT  USED 
- - - - - V£0£ - - MDT  USED 
- - - - - V£03 - - HOT USED 
- - - - - V204 - - MOT USED 
— — — — — V£05 

VS6& 
~" — MOT  USED 

hOT USED 
- - - - - V80? - - HOT USED 
- - - - - V£0S - - nvoo xaro 
- - - - - V209 - - MVÜ0   Y<IH) 
- - - - - V20A - - MVOO zatr- 
- - - - - Vc'OE - - MVOO  IKItO 
- - - - - V£0C: - - rivoi xaro 
- - - - - vson - - rivoi vato 
- 

: : : 
— V20E 

V£0F _ 
*- MV01   2<IM) 

MVOl  W<IN> 

I 
4 

I 
ANALOG PATCH    V19    TO    V21 

ANALOG 3 2 CDNMECTDR V19  IS EIDIRECTIDtlwL 
MVFG CDtiNECTDR.Vei   IS RECEIVING 

VI9 FUNCTIONAL EESCRIPTlflN V21  FUNCTIONHL  DESCRIPTION 

T250 .MV002n.487(F4(N)) 
T251  .AAV003/7   (F5(WCE6)) 
T£5£   AAVOOe/^Q (F7(P4)) 
T£53 ■AAV009/2&.9 (F8(P4N)) 
T254 'AAV004/107.3 (F6(N)) 
T255 --     
T256 
T257 
T270 
T271 
T272 
T273 
T274 
T275 
T276 
T277 

AAV012/.25  (F9(P4N)) 
,AAV001/9.252  (?3K<yCi^ 

VI90 - - 
V191 - - 
VI92 - - 
VI93 - - 
vr?4 - - 
V195 - - 
V19t. - - 
VI97 - - 
V19S - - 
V199 - - 
V19A 
V19B 
V19C 
V19D 
V19E 
V19F 

V210 - - MVOO n<X) FKX.Y) FKX.Y.Z) 
V£n - - MVOO Fl'.Y> 
V212 - - NVOO FKZ;» FKZ.M) -FKX.Y.2) 
v£i3 - - nvoo Fia;) 
V214 - - NVOO F£r::> F2<f<.Y) F£<X.Y.2) 
V£15   MVOO F£fY; 
V£lc. - - MVOO F£-2) F£<2.ll) -F2CX.Y.Z> 
V847 MVOO F£'ll> 
V213 - - MV01 Fl-.IO 
Vcl9 - - MV01 FUY) 
v£ift - - rivoi Fi'.;: 
V21E - - MV01 FiaJ> 
V£1C - - MV01 r2<X) F£<:«:.Y) FZ'M.W.Z') 
V£1D - - MV01 F£<.Y> 
V2IE - - MV01 F£''2) F2<2.W) -F2<X.Y.Z> 
V21F - - MVOl F£<:M> 

FUX.V)  FKX.Y.Z) 

FKZ.U)  -Fl-X.Y.Z) 
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■ v IJl 
IHPUT LISTING 

•C0NSOLt=681.1 
EAI 681 ANALOG PKOCESSOR COHPONENT DECK I MI COM   1) 

COMBINATION  INTEGRATOR/SUMMERSf   tACH  rtlTH  i   COLFF   JNITS   IF   AVAILABLE 
Aooo.ccaOfCooz 
A005tCOaS.COü7  
 AOIO.COIO.COIS—■———- 

A015tCC15,C017       
 A020iCC33,C022 " 

A02StCiJ25tC027 
 A030,CC3J,CC32 

A 035,CC35,C037  
 AlUD.CCÜ.CCliZ " 

AO'tS^CStCO'»?     
—Ao&a,cc53.co;2   

AQ55,CCS5«C057 
— A060.Ct!&3,C0o2 

A065,C06S,C0b7 
&07n,C07DtCD/Z 
A075.Cü75,C077 
A0ttD.C0S0.CDB2 
A085.CCS5.C0I17 
A09D.CC(10.C09Z 
A095.C0S5,C097 
Rnnmrnmtmni 
A1C5,C1C5.C107 
A11U.C11U.U11<! 
A115,C115.C117 
AUU2,C0DU  
A0C7,C009 
»DlZ.COll, 
A017.CG19 
A022,CD2I> 
ft027,CJ29 

SUMMERS,   EACH «ITH  2  COEFF   UNITS  IF   AVAILABLE 

»AD01..C001.C003 
AO£6«C:06,COO« 
A011,C011,C013 
A016,CC16,CC18 
A021,CS21.CC23 
AC<;6,CC£b,C02S 
A031,C031.C033 
AC36,CC36,CC38 
A0J«1,CL'>1,C0',3 
AOH6,CC(»6.C0<«8 

A051,C:51,CC53 
A056,CL56,CC58 

A0bl,Cj61,C0b3 
ACbö.CCöb.CÖoB- 

A071.C071.C073 
Aa7btCG7(>.CD78 
ft0Sl.C0ttl.C093 

A091.CC91.Ct93 
AC9b,C;9b,CC9B 
A1C1.C101.C103 
A1C6.C1C&.C13B 
A111,C111,C113 
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Aiib.ciib.ciie 

:, S 

HULTIPLItRS 
/ 

•AOC3.ACG8,A033.ALJ6,AC13.AaS,AT43.A3liS, 
lA0 88,ACa3,A118tAll3tAO/8tA:r3,AlCa,A10 3, 

Äczi.Acza.Aa'jJtAoss, 
&CbS,ACuJt<>09a,AC93 

COMPARATOR   AMPLlFIERS/lNVERTtRS 
A C LI>,Abl:9.Aa3<t,AL3?7KC li»VA C HTSlPi, A 3% 9, 

lA089.AC8<MAll9.Alli»,A0HtÄü/<..A109,Aia<., 
A02<»tAü2?tAJS<<tAC59< 
uOb9<A0b<4tAi)99tA09<« 

LOG OfcNCRATORS 
 A332.AS3r,Afil«2.&C47.AD92,IC57 

SINE/COSINE GENERATORS      ~  
A087tA:82tA117.A112tA077l«:72lA107tA10 2,A06r«Aa62tAa97tAd92 

DIÜITALLV-COWTROLLED  FUNCTION GENERAIORS 
FflCii.Ffliii.Fngz.racs.rim.Fgnü.FBcs.Fgcz 
FOia,F011,F012,F013,FCl<.,F015,F016,FC17 

FREE COEFFICIENTS 
C031«.C039ti:Ui»i».C5ii9.C0S<»,C059i  

lC0S».C0a9,Cll«nC119tC07inC379,C10i»tC109.^06»,CC69,C09<t,C099 

TRUNKS  
lOZO.TOZl.TOZZrTOZS.TOZ^rrOZS.TOZetTOZ?. 

lT0 3CtTa31tT032,T033tT03<>.T035tT036tT037. 
2TQi«O.T0i«l.T0i«2,Täl.3.T0<>4.riI%?tTI46.Tai»7, 
3T050.T051,TC52tT053tT05»tT055tTa56tT057« 
iJ&«A,ft}8l«m2,Tlll3,T0«l>,T0B5.m&,TDS7, 
5T090.T091tT092.T093.T09<>tT095.T096.T097, 
bTldO.TlOitTlOZ.TiOS.TlCi« .TraTTTlO«, f 107, 
7TU0iTill.T 112,Tll3tTllii,Tll5tTll6t 1117t 

T0J»,TÜZ9, 
T03S,T039« 
T0<.»,T0«.9, 
I0SS,T059. 
TDIB.TOSq. 
1098,T099 
Ilfla,T109 
1118,T119 

LIMITERS  \   USE  L   FQR  DICITAUY-SET   «   M  FOR   HANO-SET   »  
HOC i,Hbii,HOZi,HJ3i,MHi,M(!91,H361,H]71,H0Bl,H0qi,H101,Hill 

COMPONENTS  ACCEPTED 

END OF  681   ANALOG PROCESSOR ASSIGNMENT 
—rriTLES  

30   INTEGRATORS 
2*>   SUMMERS 
2* Q.S.MULTlPDfSrr 
21»  COMPARAtORS 

6 L0G/ex(> OFGS  
12  SIN/COS  DFGS 
16   VARIABLE   OFGS 
IS   INOEPENUENT  POTS 
78   TRUNKS" 
12  LIMITERS 

Mi/TG-NODULES 
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INPUrLISTING   (AFTtR  COMPONENT   DECK» 

  ~~      «CONSOLE^bSltl 
 »TITLt:= . _^  ■  
CASE  NO.   1.0 JfeiJET ' 

 »INPUT        .     . - 
C 
 EQUATIONS  ♦„,,♦♦•••••••••••••••••••••• 

-g- ♦.»„.»•»♦••••••^••••••••••»   • 

C   
 ütR(IlHt»=l 

p3-p^*^^rl«N^♦F^(HC^3M  
 äüTTMJC^TTTN» 

T3 = T2»tF'.(N)»F5<WCF6»)*T2 

nH.S=Z.5'.lE-5'tT3»»2-T2»»2»/2*.2g65MT3-li>  

 fiFTwm' 
T'. = ny6<..7*FytP'*)»HF/HC*T3  

DER(HCI=-10 00»MCilOOC»NCUP 
 fmHiiT7Z35i^^rrBiir.3^n.) »F? (P<.NI 

 [)^I^btlL-!>»n'.»^-lb»»JI/^.^bbMI'.-l1^      ■ 
NC=NC0MtNCO         _ . _.   

DER(N>=«»721*PH'«3»WC/N . ._..  _   ._-. 
 DHF-(ltl*Nt:*K2»NLII/lUUip ' 

HF=HFO*DHF ;   
 »ECS^Limil-bUIKblUNL-Wl 

0ER(NEn=NE           —  _ — 
 DERtNbl^-Hi'NtilU'NLLS 

P<tN=P't/P2  .   .._  _ _ ..     -    - 
—C ' 

CONSTANTS mvmmww****** imwwwMiit -C  wmmwrwwrwnmm —^  
 F2sZ9>92     - — - 

T2=519  _^   
 HiiTjini 

—C CöwST&NTi »»ARAHtlMli;       „,,,,„„ ,.„•„••,••••••••••• 

~C ~ 
 NCO^BOCO.lOOOOtSSCC                .. ..    -     -      - 

HFü=.9m<»7? 
 NCOH-O.lOOOO , -   

«1=1.2.10 ' 
K2 = 2.U     - -     .   -    - -     — 

—E 
VARIABLE i  ÜIFFERENTIM. .„„.„.......•»..•••••••••••••i 

—£*m**4**-**>****»****1'r*w'* ************** 
 TIME-lb.JCt*  , .  
 N = /OtO,10(.OO.JSlji;," 

NE-lCQCt 1CC00,*       _  . 
 tiTUlSUC.lO JüCi** 

><C = 9jAb6.20 0t20.'>  .  

I|—:spv^u»wMr*i^»»*»M*  
»(CF3,l'»G = t" 
 ilCLP.2-C."" 

T3.1ciu-.-.SC0»*'     _        
 SfCfB.iH^rT* 

DH3.J0i.= ,C,~ 

> 

fe 
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\ 

P3.300=,i0t' 
PI»,300 = ,* 
lV,30üü-,5Öa,' 

T5,3000=,600,' 

NC,10i)C0,352C,' 
NtCS.lCOQC* 
ÜMF,6,* 
P<»H,1B,1,' 

DHI»3,300 = ,' 

FUNCTIONS 

DUHN=0,lSOfl,3flflfl,3500,T»Tn»r,^51IO,5000.5503,6000,650C ,7000, 
1 75Cg,S00C,83(.b,8600,9500^ 

DHHCF3 = 0 
0MNCF6=ti 

"ÜMPi^ZTT^T?, 
OHP<,P2=1.0613 

,3,5 

"1 Z7T 
Fl(DUHN) 

62577 
= 1.00 

,i5,ZC,Zl,Zg,23,Z'>,^b,Z6,Zy.Z«,ü'J,^y.b,3l 
10,15,2 0, 22,2<», 25,26^ 7,2 8, 29, 29. 5,30, 3b. 2 
7,Ä,iO,l2,ii.,16.TÜ".2T,3ir,i:iir,2HO,300   " 
,1.11?<», 1.2363,1.3629, 1.1.88 3,1.6172,1.7536,1.9029. 

98».Z.84Z8.3.J28«rX."?9*6.57rii59i9.TITB 
0.1. 31,.1.51». 1.71,.2.0 3.2.39,2 »93.3. 76 .5.26. 

1 6. 
F3(DUNNI 

••6.7. 
= 0.0 

.itlS'S.Z.S 
,0.97.1.2 
33.8.23,9 
-«..5,-l.<» 

1 WS 
FI«(DUHN> = 0.0, 

3TTTI 

.0,97.5,1 

.Z0<t..363 
o^a.zfB, 1 l.o 

F6(OUHNt>C.0.-7.15.-5 

.16,13.00 
,2.<i,6.7,12.7 

,.«•05,.«»69,.5 
Tmf.i.ftsr 
0,-1.0,3.5,10 

,20."., 29.0,«♦0.0,52.5,66. 2, 

10,.533,.623,.699«. 78«»,.927 »_ 

.5,18.5,27.5,38.25,51.2,65.3* 
T 79.2,90.6,96.3,101.2,157.3  

F2(DHHCF31=0.0,0.07,0.115,0.115,0.0 9,0.08,0.05,0.0,-0.08,-0.19. 
0.3<»,-0.58,-1.0,-2.5r-T.25r=V.ir 

VARIABLE OENT 

 T 
F5 (ÜHIICF6M0. 0,-2. 3«.,-0.55,-0^1^-0.1«»2,-0.182,-0.197,-0.218^-0.^3. 

 1 -0.Zl,3,-0.Z6l,-0.283T-ir.31Z,-0."Hr,-O;53,-ö.r~ 
 F7<DMP<,t=.«,6,.57,.65,.707,.79,.82..867..9..92«...935..9666>.98«t» 

I      .99..99«.99,.99 
F8(DMPitP2)«11.3.15.i>.19.6.22.2,2'>.0,2S.'»,26.3,2 7.0,27.5,2eJ.l>« 

 i 28.39,28.92,28.71,28.82,26788,28.93 
 F9(aMP'»P2)«.0 091,. C183 «.0357,. 0522,. 0681,. 0831,. 09 76,. 1116,.1258» 

1    .1<«99«.1617«.1731, . 19T6,. 2U6, i23f8, .25 
 END  

»REDUCE           " 
 »ORDER  

»SCALE 
»STATIC     

USED AS A DIVISOR AND A^SJHEU WKnttft in VALUE 
»ASSIGN 

■« 
SCALING  OF   AAVC37  HAS   A   FORCtO  RELATIONSHIP  TO  OTHER  SCÄLINGS 
^CTLlNG  OF   «I 
SCALING  OF  AA 
SÜTkLING  OT  U 
SCALING  OF   AA 
SCALING of  n 
SCALING   OF   AA 

liti HAS A FORCED RtLATIÖKlSHlP TO OTHEir"SMnNGS 
V012 HAS A FORCED RELATIONSHIP TO OTHER  SCALINiS 
mi HAS A FoftCEü ftELATIONÜHlP TO OTtfEiT^CSLTRSS 
V017 HAS A FORCED RELATIONSHIP TO OTHER  aCALINGS 
mt HAS A FWÜEH BSnTTCRWP TO OTHER SCALINC5 

>V018  HAS   A   FORCED  RhLATUNSHIP  TO  OTHER  SCALINiS 
SCALING  OF   mill   HAS  A  FüRCEü  RELATIONSHIP  TO CTHE.7  SCALlNGs 

•ENO 
 • »rrer» " 
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ZERO 

N (A050) 

IC OP 

0.5 V/LINE 

IC 

1_ 

WF (A021) 

0.5 V/LINE 

(-) WC (A040I 

0.5 V/LINE 

-P3 (A005) 

0.5 V/LINE 

P4 (A015) 

0.5 V/LINE 

T3 (A010) 

0.5 V/LINE 

-T4 (A025) 

0.5 V/LINE 

TB (A023) 

0.5 V/LINE 

■\ T 

J L 

CHART SPEED - 2 mm/ttc IN IC AND OP MODES 

I 
''k 
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Appendix F. MICOM/AFATL HYBRID SIMULATION FACILITY 
COMPATIBILITY STUDY 
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Air Force Armament Laboratory R&D Statement of Work 
#Armament Development and Test Center DLMA 76-103 
Systems Analysis and Simulation Branch 23 Feb 76 
Eglin AFB FL 32542 

MICOM/AFATL HYBRID SIMULATION FACILITY COMPATABILITY STUDY 

1.0 Introduction. AFATL and the Army Missile Command (MICOM) have 
independently developed facilities used for real-time, hybrid computer, 
hardware-in-the-loop simulations of guided weapon flight performance. 
The equipment and capabilities of these two facilities differ signifi- 
cantly in many respects. MICOM's facility represents the state-of-the 
art in advanced simulation facilities.  The Army is presently evalu- 
ating the feasibility of their approach since many of their techniques 
and facility subsystems are state-of-the-art and not completely proved 
in this application. 

1.1 The much less sophisticated AFATL facility has proved extremely 
effective in providing a tool for evaluation of weapon system perform- 
ance and components. Better understanding of AF development programs 
has been achieved through this facility. Early identification of 

I potential problem areas and increased success probability of test 
;i flights have effected substantial cost savings. While the present 
I AFATL facility has been adequate in the past, upgrades and expansion 

will be necessary in the future. In fact, due to the increasing scope 
| and volume of Air Force guided weapons development programs, ADTC may 
I some day require a dedicated facility comparable to that at MICOM. It 

is noted, however, that due to present technological uncertainties, it 
would not be to the Air Force's advantage to build another MICOM-like 

i facility at this time. 

j 1.2  It is very clear that the Air Force should be working with MICOM 
^ for several reasons. First, the Air Force could use the facility to 
j£ satisfy some near-term simulation requirements. Second, the Air Force 

could gain the considerable experience and knowledge required to 
develop an extensive dedicated facility if and when that investment 

* becomes necessary. This study effort will determine the feasibility 
f and associated cost of using the MICOM facility to supplement the simu- 
| lation capabilities of the AFATL facility. 

I 

2.0      Scope.    The effort under this statement of Work consists in part 
of a comparison of the hardware and software used for guided weapon 
simulations at MICOM and ADTC  (including AFATL and TSX).    The feasi- 
bility,  cost,  and advantages of hardware and software changes that will 
increase the commonality between MICOM and ADTC simulation efforts will 
be determined.    Particular emphasis will be placed on the feasibility 
of using MICOM's Radio Frequency Simulation System (RFSS)  in support of 
AFATL air-to-air guided weapon development programs, 
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3.0 Backaround.  The MICOM facility has target simulation capabilities 
in the infrared, optical, and radio frequency bands that significantly 
surpass the capabilities of AFATL's simulation facility.  It would cost 
approximately $20 million to construct an equivalent radio frequency 
target simulation facility at AFATL.  The extensive MICOM facility was 
justified on projected tri-service use and the Army is very interested 
in making its facility available to other users. 

3.1 Weapon system analyses can be most effectively performed when 
supported by a simulation facility that is located near the analysts' 
place of work.  Furthermore, much of the simulation needed in such 
analyses does not require the use of an extensive MICOM-like facility. 
Therefore, it would be neither practical nor cost-effective for AFATL 
to rely solely on MICOM simulation support on any given project.  Thus, 
normally AFATL should use the MICOM facility only if it is practical 
to conduct some simulations at ADTC and some at MICOM.  Under that mode 
of operation, a critical concern would be the mutual equivalence and 
ease of implementation of the same simulation using two different sets 
of hardware and software.  This effort will determine what hardware 
and software changes could be made at AFATL and MICOM to alleviate this 
concern and make that mode of operation practical.  Based on a prelimi- 
nary exchange of information between these two facilities, it appears 
that software changes at AFATL offer the most potential for achieving 
the required degree of simulation compatibility at an acceptable cost. 

4.0 Task. 

4.1 Capabilities of MICOM Target Simulation Cells. MICOM shall summa- 
rize the current and projected capabilities of the MICOM target simu- 
lation cells. This capability description shall address both open- 
loop, cell-only simulation and closed-loop simulation using a target 
cell in conjunction with the MICOM hybrid computer center. It shall 
include the cells' capability to simulate the real-time weapon flight 
dynamics and the relative motion of targets with respect to the weapon. 
It shall include a functional description of what weapon subsystem 
data could be acquired during open-loop and closed-loop simulations 
and shall also describe the functional interface required between the 
weapon subsystem and the simulation cell. The major emphasis in this 
task shall be placed on the capabilities of the RFSS cell. 

4.2 AFATL Use of MICOM Target Simulation Cells. MICOM shall estimate 
the cost per day of AFATL use of each of the MICOM target simulation 
cells. The cost of both open-loop cell-only simulation and closed- 
loop simulation shall be estimated. MICOM shall also document how 
scheduling and priority of AFATL use of the cells will be determined. 
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4.3 Hybrid Computer Compatibility. MICOM shall assist ADTC in 
determining the feasibility and associated cost of establishing a direct 
link between the ADTC CDC 6600 and the AFATL hybrid computers in order 
to achieve a hybrid computer complex at AFATL having a digital process- 
ing capability equivalent to the one at MICOM. MICOM shall also deter- 
mine the practicality and cost of dedicating one of MICOM's Pacer 100 
CPU's to hybrid simulation when AFATL is using the MICOM hybrid computer 
facility. The purchase and installation at MICOM of an additional 
Pacer 100 CPU and appropriate peripherals and interfacing shall also 
be considered.  The goal of this task shall be the determination of 
the most cost effective way to achieve easy transfer of the digital 
portion of a hybrid simulation from AFATL to MICOM. 

4.4 AFATL Use of the Automatic Programning and Scaling of Equations 
(APSE) Compiler. MICOM shall assist ADTC in determining the feasibility 
and associated cost of obtaining and implementing on the ADTC CDC 6600 
the version of the APSE Compiler used by MICOM. If MICOM intends to 
have future revisions made in this compiler, the cost and possible pro- 
blems involved in maintaining equivalence between the MICOM and AFATL 
compilers shall also be addressed. MECOM shall estimate the cost of 
implementing and checkout on one of MICOM's AD4 analog computers an 
analog program that had been implemented using the APSE Compiler on one 
of AFATL's EAI 680 or 681 analog computers. MICOM shall also estimate 
the cost of this transfer of analog computer programs if AFATL did not 
adopt the use of the APSE Compiler. 

4.5 AFATL Use of the Advanced Continuous Simulation Language (ACSL). 
MICOM shall assist ADTC in determining the cost of obtaining and imple- 
menting on the ADTC CDC 6600 the version of ACSL used by MICOM. If 
MICOM intends to have revisions made in this language, the cost and 
possible problems involved in maintaining the necessary equivalence 
between the MICOM and AFATL versions of this language shall also be 

j addressed. 

4.6 Documentation. MICOM shall document the results obtained in 
a                  this effort. The MICOM simulation facility capabilities and usage 

costs obtained in Tasks 4.1 and 4.2 will be contained in one report. 
A second report will contain all of the information obtained in Tasks 

t ^«3, 4.4, and 4.5. This second report will include a recommended set 
» of procedures and hardware and software changes to be made at ADTC and 

MICOM to achieve the required degree of MICOM/AFATL simulation com- 
patibility. 

a 
| 6.0      Reports.  Data,  and Other Deliverables.     Reports  and data shall 
i be prepared and delivered in accordance with attached DD Form 1423. 

i 
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Appendix G. CALCULATION OF DIGITAL INTERFACE 
TRANSMISSION TIMES (11 JUNE 1976) 

,1 

CABL 

DLWR 

FMTM 

GTDL 

LNST 

NDWB 

NGAT 

NRES 

NTRW 

NTTX 

NWTD 

PRBK 

PRFM 

PRTM 

SUTM 

TRRS 

TTOW 

TTXB 

TTXD 

XRDL 

Definitions 

Transmission cable length (ft) 

Total delay due to wire in each block of data (|jsec) 

Simulation frame time (msec) 

Gate propagation delay (nsec) 

Line settling time for each transmission (nsec) 

Number of data words in a data block in one frame 

Number of gates in transmission path excluding response circuit 

Number of responses required per word transmitted (not necessarily 
data) 

Number of transmissions required per word transmitted 

Number of transmitters plus receivers in path from source to 
destination 

Number of words which must be transmitted per data word 

Percent of time required to transmit one block of data (TTXB) 
consumed by wire delay 

Percent of simulation frame time (FMTM) consumed to transmit a 
block of data with length NDWB 

Propagation time per foot of cable (nsec) 

Time required to set up for each frame (nsec) 

Time for the receiving device to respond to a transmission sent 
to it by a device requiring a response (nsec) 

Time required to transmit one word (not necessarily data) (jasec) 

Total time required to transmit a block of data words ()asec) 

Total time required to transmit one data word (^sec) 

Transmitter/receiver propagation delay (nsec) 

■i 
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1.005 at. 0! 
1.010 :   "CALCULATIon DF DIGITAL  INTERFACE TRAHSMISSIDN TIMES"»   : 
1.020 "1048  II  JUIC 1976 VERSIDN"!   s 
1.030 
1.040 u: 
1.04a "SCftN PR SItlGLE CA3ECY OR NXDEFHULT   IS SINGLE CASE)":   »   SCAN«- 
1.044 SC.AH==1?  2. 
1.050 s   "ENTER TEST VALUES":   : 
1.0 60 CAEL* NWIE* FMTtk 
1.150 1£»   :  '   13»   14; 
1.9Ö9 ST»  Q!   1. 

2.010   , '"SCAN PARAMETERS" 
£.020 3L. DJ 5» 1.01» 1.02! 5! ST. □;   11J 
2.040 "SCAN DATA BLOCK SIZE'S   ttDUB-BBStl] 
£.042 3LJ D; 13.022; 13.03; 13.04! 13.05; 13.06; 
2.050 2.1. 
2.060 5; "DATA BLOCK SIZE = "1 *NI. ?FI. NDUBi $UI. "WnRDSOIDWE)": : 
2.100 1=1» li 3! 2.06; Si MDWB=DESCI+l] 
£.999 8T. O; 1. 

3.010 "SCAN FRAME TIME".   FriTM=FTrn»   3.1. 
3.020 "FRAME TIME = »1   SNI»   JFI»  FMTM.  «Wli   "MILLISECCNDS<FMTM)": 
3.100 J-l.   li  6!  3.02;   4;   FMTH-FTtJ+n 

I ') 

4.010 "SCAN CABLE LENGTH" 
4.020 13.13;   "PUT OUT HEADER" 
4.030 CAEL=CAEC1] 
4.100 K=l.   1»  4!   12;   14;   CAlL-CABtKH] 
4.999 :   s   11.0?;   "RESET CAEL" 

5.010 

11.010 "DATA TABLE" 
11.020 •GTDL=15.  LHST»£0 
11.030 NGtVr=£»  NP'CC^ 
11.040 NTRU=4.   NTTX=2 
11.050 MUTD=2.  PRTM»S 
11.060 TPRS«15» XP.DL=50 
11.070 CAEL=0 
11.072 NCMB«30i   :UTn=0 
11.080 PMTM«1 
ll.OS'O SCAN'O 
11.100 "DATA BLOCK SIZE  '.WORDS) ARRAY" 
11.110 DB.'Cn = l.   DESC£3=10.   DESC3] = 100»   DESC4]=0 
H.12Ü "FRAME TINE <m>  ARRAY" 
11.130 rTtl]=l.  FTC2]=5i   FTt31=l0 
11.140 rTC41=20.  FTC53=50.   FTt6]=100.  FTt7]=3 
11.150 Y«l» N=0 
11.160 "CABLE LENGTH ARRAY" 
11.170 CABCll'O» CHBC23=10n,  CHBC3]=500 

11.ISO CfiEC4]=1000.  CAEC5]=0 

1&.010 "CALnjLATIGNS" 
12.0?0 DLliF^NrKIE'rWTO^MTRU'PRTM'CABL/lOOO 
12.030 TTDll = vf)TR!l»iriTT:..»:;f.DU+fl':Hr»GTDL»Lfi:T+rRTM«CABL>»NRES»TPRS>/I0O0 

12.040 TTXP-TTOU'rillTi) 
12.050 TTME-TrXDniruiB+SlJTM 
12.060 PRFM=aT;;B).''FMTM«10> 
12.070 FP£*.= <DLllF«'10n i/TTXB 
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14.010 
14.012 
14.015 
14.0£0 
14.959 

:' COPY'' 
13.010 "OUTPUT HEADER IMFD" 
is.oao 8L> a;  : 
13.022 "CDMSTAHTS AND INITIAL CONDITIGMS": t 
13.030 GTDL. LNSTi NGAT» NRESl 
13.040 HTRWi MTTK. NUTD. PRIM: 
13.050 TRRSi XRHL. CAtL« NDWE: 
13.060 FNTMi SUTM: : 
13.130 : "  DLUR     TTQU     TTXD     TTXB 
13.999 S'Ti OS 

PRFM PRBK CABL": 

"OUTPUT DATA" 
tiLi Oi 

$NIi DLURi TTOU. TTXD» TTXB. PRFMi PREK. CAELs 

15.010 "LIST GN GOULD" 
15.020 3L» Oi SCL03E: $PAR: ST. Oi 

16.010 "PUNCH PAPER TAPE" 
16.020 8P» Oi SPAR: SZUVt   SCLDSE: 

17.010 "DUMP TO «2 MAG TAPE" 
17.020 SDEL. » SMI. Di SPAR: SEND: $CLOSE: 

• 
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WLCULftTIDN DF DIGITAL  INTERFACE TRAHSMIiSION TIMES 

1019  11  JUNE   1976 VERSION 

CQNSTAMXS-AND  INITIAL CQNDITIDUS 

GTDL = 15.0000i LNST = £0.0000. 
NTPI1 = 4.00000» NTT>! = £.00000» 
TRRS ■ 15.0000» XRDL = 50.0000« 
FMTM = 1.00000. SUTM = .000000 

NGAT = £.00000» NRES = £.00000 
NUTD = £.00000. PRTM = £.00000 
CAEL =    .000000.  NDMB =    1.00000 

DATA BLOCK SIZE 

FRAME TIME = » 

1   i  MORDS <MDtJ£) 

I  .  MlLLIS;ECDNrS<FMTri) 

DLUR TTOU TTXD TTXB PRFM PRBK CAEL 

.000000. .630000. 1.26000» 1.26000. .126000» .000000. .000000 

1.60000. 1.43000» 2.36000. £.86000. .£36000» 55.9440» 100.000 
8.00000» 4.63000. 9.26000. 9.£6000. .926000-» 86.3931. 500.000 
le.ooooi 8.63000. 17.2600, 17.2600. 1.72(600» 92.6999. 1000.00 

FRAME TIME =  » S .  MILLISFCONDS(FMTM) 

DLUR TTOU 1 f;-:D TTXB PRFM PRBK CABL 
.000000» .630000. 1.26000. 1.26000. .025200» .000000» .000000 
1.60000» 1.43000. £.36000. £.86000. .05?£00. 55.9440» 100.000 
8.00000. 4.63000. 9.26000. 9.£6000. .135200. 86.3931» Mi 0.000 
16.0000» 8.63000. 17.£600. 17.2600, .345200. 92.6999» 1000.00 

FRAME TIME =  . 10  .  MILLISECONDS(FMTM) 

DLUR TTOU TTXD TTXB PRFM PRBK CABL 
.000000» .630000- 1.26000, 1.26000. .012600, .OOOOO, .000000 
1.60000. 1.43000, 2.36000. 2.36000. .023600. 55.9440, 100.000 
8.00000. 4.63000» 9.26000. 9.26000. .092600« £6.3931. 500.000 
le.oooo. S.63000. 17.2600. 17.2600. .172600. 92.6999. 1000.00 

fPAME TIME •   i gO  »  MILLISECCMti:3<Ff1TH> 

DLWP TTOU TTXD TTXB PPFM PRBK CABL 
.000000. .630000» 1.26000. 1.E6000. .006300, .000000, .000000 
1.60000. 1.43000. 2.36000. 2.36000. .014300. 55.9440. 100.000 
8.00000» 4.63000, 9.26000. 9.26000. .046300» 36.3931, 500.000 
IC.OOuO. 3.63000» 17.2600. 17.2600» .036300. 92.6999, 1000.00 

»RAME TIME »  » 50  »  MILLI£ECOHD3<FMTM) 

DU IP TTOU TTXD TTXB PPFM PRBK CABL 
.000000» .630000, 1.26000» 1.26000. .002520» .000000. .000000 
l.'OüOO. 1.43000» 2.36000» 2.36000. .005720. 55.9440. 100.000 
O.tmnoo. 4.63000. 9.36000» 9. £601.10, .OlS'JcO» 36.3931. 500.000 
K.UOÖO». 8.63000, 17.2600. 17.2600» .034520» 92.6999. 1000.00 
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FRAME TIME 

DLWR 
.000000i 
1.60000. 
8.00000. 
16.0000. 

100 i MILLISECDMDSCFMTM) 

TTDW 
.630000. 
1.43000. 
4.63000. 
8.63000» 

TTXD 
1.26000. 
S.36000. 
9.26000. 
17.£600i 

TTXE 
I.26000. 
2.86000. 
9.26000. 
17.2600. 

PRFM 
.001260. 
.002660. 
.009260. 
.017260. 

PRBK CAPL 
.000000. .000000 
55.9440» 100.000 
86.3931. 500.000 
92.6999. 1000.00 

DATA BLOCK SIZE = . 

FRAME TIME = . 

10 i UQRDS<I1DUP> 

1 i MILL1SECONDS<FMTM> 

DLUR TTDW TTXD TTXE PRFM PRBK CABL 

.000000. .630000. 1.26000. 12.6000. 1.26000. .000000. .000000 

16.0000. 1.43000. 2.86000. 28.6000» 8.86000. 55.9441. 100.000 

eo.oooo. 4.63000. 9.26000» 92.6000» 9.26000. 86.3931. 500.000 

160.000. 8.63000. 17.2600. 172.600. 17.2600. 92.6999. 1000.00 

FRAME TIME « i 5 i MILLI SECONDS<FMTM> 
!» 

DLUR TTQW TTXD TTXB PRFM PRBK CABL 
.000000. .630000. 1.26000. 12.6000. .£52000. .000000. .000000 

16.0000. 1.43000) 2.36000. 23.6000. .572000. 55.9441. 100.000 

60.0000. 4.63000. 9.26000. 92.6000. 1.S5200. 86.5931. 500.000 

160.000. 8.6S3CüI :7.2600. 172.600. 3.45200. 92.6999. 1000.00 

FRAME TIME ■ i 10 . MILLISECDMIiS<FMTM> 

DLUR TTOU TTXD TTXB PRFM PRBK CABL 

.000000. .630000. 1.26000» 12.6000. .126000. .000000» .000000 
16.0000. 1.43000» 2.36000. 23.6000. .25-6000. 55.9-;41» 100.000 
60.0000. 4.63000. 9.26000» 92.6000. .926000. 56.3931» 500.000 
160.000. 8.63000. 17.2600. 172.600. 1.72600. 92.6999» 1000.00 

FRMHE TIME = . 

DLUR 
.000000. 
16.0000. 
80.0000» 
160.000. 

£0 . HILLISECONDS<FrTM) 

TTOU 
.630000. 
1.43000» 
4.6?.'00» 
8.63000. 

TTXD 
1.26000. 
2.86000» 
9.26000. 
17.2600. 

TTXB 
12.6000» 
£8.6000» 
9£.6?0Ö. 
172.600. 

PRFM 
.063000. 
.143000. 
.463000» 
.863000. 

PPBK 
,oof000» 
55.9411. 
S6.3921. 
92.6999» 

CABL 
.000000 
100.000 
500.000 
1000.00 

FRAME TIME 

DLUR 
.000000» 
16.0000» 
eo.oooo» 

50 . MILL1SECDMDS<FMTM) 

TTQU 
.630000» 
1.43000» 
4.65000. 

TTXP 
1.26000» 
2.36000. 
9.26000. 

TTXB 
12.6000» 
28.6000» 
92.6000• 

PRFM 
.025200» 
.057200» 
.185200. 

PRBK CABL 
.000000. .000000 
55.9441» 100.000 
86.3931. 500.000 

ICO.000.  8.63000.  17.2600.  172.600»  .345200.  92.6999.  1000.00 

TRHME TIME « ,    100 • MILLISECQMlr!<FMTM> 

DLIR     TTOU     TTXD     TTXB     PRFM PRBK CABL 
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.OOOOOOi .&300C0» 1.26000i IS.&OOO» .012600» 
16.0000» 1.43000» 2.S6000» 28.6000. ,028605» 
80.0000» 4.63000» 9.26000» 92.6000» .092600» 
160.000» S.63000» 17.2600» IT'S. 600. .172600» 

.000000» .000000 
55.9441» 100.000 
86.3931. 500.000 
92.6999. 1000.00 

DATrt BLOCK SIZE  =  » 100   » UDRDSCMDUF) 

FRAME TINE =   » 1   »  MILL SECDNDS(FHTM> 

DLUR TTDW TTXD TTXB PRFM 
.000000. .630000. 1.26000, 126.000, 12.6000, 
160.000. 1.43000, 2.36000. 236.000, 23.6000, 
800.000» 4.63000. 9.26000, 926.000, 92.6000, 
1600.00» 8.63000. 17.2600, 1726.00, 172.600, 

PRBK CAEL 
.000000, .000000 
55.9441, 100.000 
86.3931, 500.000 
92.6999, 1000.00 

FRAME TIME = , 

DLUR 
.000000, 
160.000» 
800.000» 

TTOM 
.630000» 
1.43000» 
4.63000» 

5 . MILLISECDMDSCFMTM) 

TTXD 
1.26000» 
8.86000» 
9.26000, 

TTXB 
126.000, 
286.000» 
926.000» 

PRFM 
2.52000» 
5.72000» 
13.5200» 

PRBK CAEL 
.000000, .000000 
55.9441» 100.000 
86.3931, 500.000 

1600.00, 8.63000.  17.2600»  1726.00» 34.5200» 92.6999»  1000.00 

FRAME TIME =  , 10  ,  MILLISECQNItKFMTM) 

mm TTDM TTXD TTXB PPFM PRBK CABL 
.000000» .630000, 1.26000, 126.000, 1.26000, .000000» .cooooo 
160.000» 1.43000, 2.36000, 286.000, 2.86000, 55.94';i» 100.000 
800.000, 4.63000» 9.26000, 926.000, 9.26000, 86.3931. 500.000 
1600.00, 8.63000i 17.2600, 1726.00, 17.2600, 92.6999» 1000.00 

FRAME TIME «  • 20  » MILLISECDriD:?<:FMTM) 

DLUR TTQU TTXD TTXB PRFM PRBK CABL 
.000000, .630000, 1.26000, 126.000, .630000, .000000» .000000 
160.000, 1.43000, 2.36000, 236.000, 1.43000» 55.9441. 100.000 
800.000. 4.63000, 9.26000, 926.000, 4.63000, 36.3931» 500.000 
1600.00, 3.63000, 17.2600, 1726.00, 3.63000» 92.6999» 1000.00 

FRAMF. TIME = . 50 » MILLISECDND3<FMTM) 

i 

5 

DLUR TTDU TTXD TTXB PPFM PRBK CABL 
.000000» .630000. 1.26000, 126.000, .2S2000, .000000, .000000 
160.000» 1.43000. 2.36000, £96.000, .572000, 55.9441» 100.000 
800.000» 4.63000» 9.26000, 926.000, 1.S51-00, 86.3931» 500.000 
1600.00. 8.63000» 17.2600, 1726.00, 3.45200, 92.6999, 1000.00 

1 R.VIC TIME = » 100 •  MILLI5ECDriD5<FMTM) 

DLUR TTDU TTXD TT::B PPFM PRBK CABL 
.O'VIMQ. .6300110» 1,26000, 126.000, .t£6000i ,000000» ,000000 
I'M. 000« 1.4:000, 2.36000, 236.000, .236000» 55.9441. 100.000 
f'O.OOil« 4.63MOd. 9.26000» 926.000, .926000» S6.39:i, 500.000 
»»•f.OO« S.6S000i 17.2600» 1726.00, I,"2600» ?2.6:^9, 1000.00 

fr 
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